SWORD: Towards Cutting-Edge Swedish Word Processing
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Abstract
Despite many years of research on Swedish language technology, there is still no well-documented standard for Swedish word processing covering the whole spectrum from low-level tokenization to morphological analysis and disambiguation. SWORD is a new initiative within the SWE-CLARIN consortium aiming to develop documented standards for Swedish word processing. In this paper, we report on a pilot study of Swedish tokenization, where we compare the output of six different tokenizers on four different text types. For one text type (Wikipedia articles), we also compare to the tokenization produced by six manual annotators.

1. Introduction
When it comes to language technology, Swedish is far from being under-resourced. Over the years, we have seen the development of many annotated corpora, dictionaries and tools for natural language processing. However, because these resources have been developed at different points in time and sometimes for different purposes, they do not conform to a common standard and it can sometimes be hard to know which resources are compatible with each other. Thus, if we want to train a part-of-speech tagger, there is really no alternative to using the Stockholm-Umeå Corpus (SUC) (Ejerhed and Källgren, 1997). If we also want to build a parser, we have to resort to Talbanken (Einarsson, 1976), but Talbanken does not use the same tokenization and part-of-speech tags as SUC. If we want to throw in a rule-based morphological analyzer, we can use SALDO (Borin et al., 2013) but then we have to face further discrepancies. The development of systems like Granska (Carlberger and Spaulding, 2013) but then we have to face further discrepancies.

A fundamental problem is that we do not even know in most cases how large the discrepancies are or what impact they have on the performance of our systems. This is true in particular of the lowest level of processing, where we break a text into sentences and sentences into words or tokens. The SWORD project is a long-term effort within the SWE-CLARIN consortium aiming to develop better documented standards for Swedish word processing, ranging from tokenization to morphological analysis, lemmatization and tagging. In this paper, we report a pilot study on Swedish tokenization, consisting of two experiments.

In the first experiment, we let five project members manually tokenize texts from Wikipedia. The purpose of this experiment is to see whether there is a consensus among scholars in the field about how to tokenize Swedish text but also to establish a standard against which we can compare automatic tokenizers. In the second experiment, we run six existing tokenizers for Swedish on the same Wikipedia texts but also on three different texts taken from newspapers, blogs, and computer manuals, respectively. The purpose of this experiment is to find out what differences exist between different tokenizers and to what extent their output conforms to the standard set by humans. In addition, we hope to get some idea of how sensitive the tokenizers are to different text types.

2. Manual Tokenization
The manual tokenization was performed on extracts from three Wikipedia articles on sewing machines, the second Lord of the Rings movie, and Tyler Oakley, amounting to about 5,000 words in total. Annotators were asked to put each token on its own line and to indicate sentence boundaries with empty lines.

We found that the annotators widely agreed in their tokenization decisions. However, whereas annotators 2–5 all produced a single level of tokenization, annotator 1 chose to devise two levels of segmentation, one low-level mechanical tokenization defined by changes in character class (1a), and one high-level segmentation into lexical units, including multiword expressions (1b). Most of the differences were therefore found between 1a and 2–4 or 2–4 and 1b.

Examples of deviations are given in Table 1. From blocks A and B it can be seen that 1a and 1b sometimes deviate from all other segmentations. In block C we give examples of expressions where more than one annotator deviated from the majority tokenization. Note, however, that all deviations we found may be interpreted as different levels of token granularity, with the single-level tokenization in 2–5 merging low-level tokens in 1a and at the same time providing the building blocks of higer-level units in 1b. All in all, the different tokenizations are therefore highly compatible with each other.

3. Automatic Tokenization
For the automatic tokenization, we extended the set of texts to be processed. In addition to an extended version of the Wikipedia texts, we used newspaper text, computer manuals, and blog texts (about 25,000 words in total).
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Table 1: Manual tokenization differences (sample).

3.1 Tools

We compared six tokenizers:

(1) **SwePipe** (Swedish Annotation Pipeline) is a tokenizer originally developed in the Swedish Treebank project (Nivre and Megyesi, 2007) and further developed within the Universal Dependencies project (Nivre et al., 2016) to be compatible with the retokenized version of the Swedish Talbanken treebank.

(2) **SPARV** has been developed in conjunction with the Korp project at Språkbanken. Recently, it has become an independent component which can also be used outside of Korp.

(3) **SSP-SUC** is a supervised structured perceptron-based tokenizer trained on SUC.

(4) **setokenizer** is a tokenizer for Swedish text written in Perl and used in the LinES-project (Ahrenberg, 2007). Strings of alphanumeric characters are generally treated as single tokens whereas non-alphanumeric characters are divided into different sets according to their behavior. Users may specify lists of exceptions to adapt the tokenizer to their needs.

(5) **Granska** is a tokenizer developed at KTH as part of the grammar checker with the same name (Domeij et al., 1999).

(6) **UDPipe** is a generic trainable pipeline developed for treebanks in Universal Dependencies (Straka et al., 2016). It has been trained on the Swedish UD data without any language-specific enhancements.

Table 2: Automatic tokenization differences (sample).

Table 3: Manual vs. automatic tokenization (sample).

3.2 Results

Some representative examples taken from the Wikipedia texts are given in Table 2. We see that Granska (5) sometimes deviates from the other tokenizations as it allows for multi-word tokens, like 'bland annat' (= 'among others') which it considers to be one single token in contrast to the other tokenizers. We also see that SwePipe (1) tokenizes numerical expressions inconsistently, treating n-n as one token and n/n as three tokens, and that UDPipe (6) often deviates from the other tokenizers in that it segments into smaller units. Table 3, finally, compares one manual annotator (A5) to all six automatic tokenizers, showing some characteristic differences.

4. Conclusion

This paper takes a first step towards standards for Swedish word processing by comparing the tokenization of manual experts to that of automatic tokenizers. In the future, we will perform a deeper quantitative and qualitative analysis of the results.
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