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Abstract

Infrared spectroscopy is an important technique that allows to retrieve structural information from the analysis of absorption
spectra. The main application of infrared spectroscopy within life science is the study of the amide I band, which is
correlated with protein backbone conformation and, consequently, with the secondary structure of proteins. However, band
assignment and interpretation of the infrared spectra is not straightforward.

Therefore, several simulation methods were developed to guide the interpretation of experimental amide I spectra. In
this thesis, one of these methods is a normal mode analysis, which is based on the evaluation of the intrinsic vibration of
the amide groups and the interactions between them. The calculation considers several effects: transition dipole coupling,
nearest neighbor interaction, the local environment effect and the effect of hydrogen bond. From the normal mode analysis,
it is possible to obtain the simulated infrared spectrum and the contribution of each amide group to a specific spectral
range of the spectrum.

The aim of this thesis and of the included publications is to explain this approach, to improve it and to show its potential.
Results from simulations were compared with experimental data for different proteins of interest: amyloid-f oligomers and
B-helix proteins. Simulated and experimental infrared spectra showed similar bands. Simulations also provided additional
conclusions: they confirmed the random mixing of amyloid-f peptides in oligomers; they suggested that amyloid-p peptides
contribute at least two strands in the structure of the oligomers; they revealed that the high wavenumber band, typical of
antiparallel B-sheets, can be caused by other secondary structures, but not by parallel B-sheets. In addition, to verify and
to improve the accuracy of this approach, simulation results were also put in a direct comparison with results from density
functional theory calculations. From this comparison, a new optimal set of parameters for the calculations is suggested.

Keywords: infrared spectroscopy, FTIR, simulation, calculation, amide I, transition dipole coupling, F matrix, protein,
amyloid p, oligomers, p-helix.
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1. Introduction

Simulations and modeling are becoming more and more important in scien-
tific research. The ability to reproduce real systems through mathematical
and physical models is a powerful tool to analyze many important physical
and chemical processes.

A powerful feature of using simulations is that simulations usually rely on
specific parameters to describe the system of interest. The parameters can
casily be changed in the simulations, which make possible to observe the
consequences that this change implies on the system.

In some cases, the use of simulation is even preferred over empirical experi-
ments because the latter are too risky or require too much time. The choice
of the simulation approach can also be a way to reduce the costs of scientific
projects.

Also in infrared (IR) spectroscopy, simulations are helpful. IR spectroscopy
is a technique used to retrieve structural information, in particular the sec-
ondary structure of proteins, through the study of the absorption in the amide
I band (1700-1600 cm™). The vibrations in the amide I spectral range are
mainly due to the stretching vibrations of the C=0O bonds in the amide
groups of the protein backbone, then the IR spectrum of the amide I band is
sensitive to the backbone conformation of proteins. However, the interpreta-
tion of the experiments is not always easy because of several factors, such as
the possibility of overlapping bands and an incomplete theoretical descrip-
tion of the amide I band.

Several computational approaches were suggested in the literature to help in
understanding the amide I band and of the experimental results. One of these
methods is based on the floating oscillator model' and on a normal mode
analysis of the vibrations in the amide I band. The wavenumbers and the in-
tensities of the amide I oscillators are retrieved through determination of the
eigenvalues and the eigenvectors of the F matrix, which describes the intrin-
sic frequencies of vibration of the amide groups and the coupling between
the amide groups.?

This approach is explained in detail in this thesis and was used in all in-
cluded publications for the simulations of the IR spectra. All calculations
were performed with a Matlab program.

In Paper I, IR spectra were collected on mixtures of two species of amyloid-
B (AP) peptide, which aggregated and formed hetero-oligomers or homo-



oligomers in solution. Experiments with combinations of unlabeled and "“C-
labeled peptides revealed that the two species mixed in the same structures.
The calculations, carried out as support of the experimental results, were per-
formed on B-sheet models. The F matrices were modified to include the
presence of labeled peptides in the model structures, simulating the experi-
mental molar fractions of labeled peptides. The simulation results confirmed
not only the mixed oligomers, but also a random mixing of the two species
in the same structures.

In Paper II we explored the homo-oligomers of AP peptides both with exper-
iments and simulations. The aim of the calculations was to identify the build-
ing block of the oligomers. This time, the calculations were performed on
several antiparallel B-sheet models, on several antiparallel B-barrels from
published PDB entries and a dodecamer structure. The presence of labeled
peptides was simulated according to the experimental molar fractions using
different labeling patterns, related to hypothetical structures of individual
peptide molecules, i.e. to the building blocks of the oligomers. The simplest
considered building blocks were single strand, 2-strand block and 3-strand
block. Through the comparison of experimental and simulated *C-band posi-
tions, we suggested that individual AP peptides contribute at least two adja-
cent strands to the structure of the oligomers.

The aim of Paper III was the optimization of the parameters of transition
dipole coupling, one of the computed interactions to describe the coupling
between amide groups. The optimization of the parameters was the result of
a comparison of the coupling constants between our Matlab calculations and
Density functional theory calculations. Both types of calculation were per-
formed on two a-helices, two antiparallel $-sheets and two parallel -sheets.
The optimization procedure produced a good match of the coupling con-
stants and the dipole strengths of the two types of calculations. From these,
we suggested a new set of parameters for the calculation of the transition
dipole coupling and other sets of parameters specific for each secondary
structure.

In Paper IV, two proteins, Pent and SV2, were studied both by IR spec-
troscopy and simulations. The characteristic secondary structure of these two
proteins is the parallel B-sheet. Surprisingly, the experiments revealed that
both the proteins showed a small high wavenumber band, typically the hall-
mark of antiparallel B-sheets. Through simulations, we discovered that the
high wavenumber band is mainly caused by the vibrations of the turns and
not by the parallel B-sheet.



2. Proteins

Proteins are macromolecules, present in all living organisms. Proteins are in-
volved in essentially all biological processes and carry out many different
roles. For example, they serve as catalyst for chemical reactions, they trans-
port or store small molecules (such as oxygen or metal ions), they can trans-
mit signals, they are involved in DNA replication, they provide structural
stability to cells through the cytoskeleton.

Proteins are widely described and illustrated in many biochemistry text-
books.*> The two following sections present a general description of the
composition and the structure of proteins. Then, a few examples of proteins,
which were studied in Paper I, II and IV, are presented in the remaining sec-
tions of this chapter.

2.1 Composition

Proteins are polymers, consisting of one or more long chains of monomers,
called amino acids. An amino acid is composed of a central carbon atom
(called a-carbon or C,), linked to an amino group (NH;"), to a carboxylic
group (COO"), a hydrogen atom and a distinctive R group, which is different
for each type of amide group and is usually referred to side chain. The amino
acids can be distinguished according to their properties, such as size, shape,
charge or solubility. Amino acids and their properties are listed in many text-
books.*?

Proteins may also contain other functional groups (such as alcohols, car-
boxylic acids or basic groups) or cofactors (non-protein chemical com-
pounds or metal ions). Most of them are reactive and are needed for the ful-
fillment of the biological function of proteins. It is also possible that a pro-
tein interacts with another and form complex assemblies.

2.2 Structure

Polypeptide structure can be described in term of primary, secondary, tertiary
and quaternary structure. The primary structure is simply the sequence of the
amino acids, which form a polypeptide chain when bonded together. It is



possible to use the term protein instead of peptide when the number of amino
acids is higher than 50.7 Each protein has a unique amino acid sequence. In
the chain, the carboxylic group of one amino acid is linked to the amino
group of another amino acid: this type of bond is called peptide bond (or
amide bond). Each amino acid in the polypeptide chain is then called
residue, while the group composed of the C=0O of the first amino acid and
the N-H of the second amino acid is called peptide group or amide group.
This polypeptide chain is conventionally represented from the amino-termi-
nal residue (N-terminus) to the carboxyl-terminal residue (C-terminus). The
chain consists of a regularly repeating part, called backbone or main chain,
and a variable part, called side chain, which is characteristic for each residue
of the chain.

The peptide bond is typically planar and in trans configuration; instead, the
torsional angles (dihedral angles) around the a-carbon can assume different
values. These torsion angles can be represented in the Ramachandran plot,
where ¢ is the angle between N and C, and v is the angle between C, and C.
Not all combinations of dihedral angles are possible because of steric hin-
drance between the atoms. An example of a polypeptide chain is represented
in Fig. 1.

Amide group i Amide group i+1

@)
gy
L N ¢ X
NSNS AHK AN NS
N ¢ & v N
| | 4% |
H H R H
\ 2N )\ )
Y% 4 Y
Residue i Residue i+1 Residue i+2

Figure 1. Representation of a section of a polypeptide chain in a protein. The
dihedral angles are shown in red.



The polypeptide chain can fold into regular structures (secondary structures),
stabilized by hydrogen bonds between the amide groups of the polypeptide
chain. Certain residues (or group of residues) have the predisposition to ar-
range themselves into specific secondary structures or 3D conformations.
The most common secondary structures, which are characterized by different
dihedral angles, are a-helix, f-sheet and turn. The a-helix structure is similar
to a screw, where the hydrogen bond is present between residue i and residue
i+4. Further types of helices can be distinguished according to their dihedral
angles, length and diameter.

In B-sheet structures, several strands are aligned and the hydrogen bond is lo-
cated between adjacent strands. According to the two possible directions of
the strands (antiparallel or parallel), two different hydrogen bond patterns
between the strands can be found. -sheets can be distinguished by the num-
ber of strands, the number of residues per strand and the planarity of the
sheet. B-sheets can also bend themselves, forming a toroidal structure called
p-barrel.

The turn is a particular motif that changes the direction of the polypeptide
chain; in many turns, the hydrogen bond is present between residue i and
residue i+3. Loops are composed of residues without any regular secondary
structure and hydrogen bonds can be absent. The location of the secondary
structures in a Ramachandran plot is illustrated in Fig. 2.
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Figure 2. Ramachandran plot  for all
combinations of dihedral angles. The possible
combinations to avoid steric hindrance are
colored in orange. The vregion for the
characteristic secondary structures are colored in
yellow: 1) f-sheet; 2) right-handed o-helix; 3)
lefi-handed o-helix. Adapted from Berg et al,
2004.°

The tertiary structure of a protein is the arrangement of the primary structure
into a three dimensional (3D) shape. This process is called folding and the fi-
nal state of this process is the native / functional state of the protein. Protein
misfolding or protein aggregation can be the cause of neurodegenerative and
neurological diseases (further explanation in Chapter 2.3).%” The tertiary
structure is based on the amino acid sequence. According to the hydrophobic
effect, hydrophilic polar residues are exposed to the solvent and hydrophobic
non polar residues are buried inside the protein.

The quaternary structure is the geometrical assembly of two or more
polypeptide chains, stabilized by non covalent interactions. Examples of pri-
mary, secondary, tertiary and quaternary structures are shown in Fig. 3. The
tertiary and quaternary structure in Fig. 3 are extracts of PDB entry 10PF.*
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Figure 3. Examples of primary, secondary, tertiary and quaternary structures. In the
secondary structure panel, an a-helix and an antiparallel f-sheet are shown. Sec-
ondary, tertiary and quaternary structure panels were created with PyMol.

The 3D structures of proteins are usually determined using the techniques of
X-ray crystallography, cryogenic electron microscopy or Nuclear Magnetic
Resonance (NMR). Structural information can also be obtained from IR
spectroscopy and circular dichroism.** The atomic coordinates are stored in
many online databases, such as RSCB Protein Data Bank (PDB).*"°

2.3 Peptide aggregation and amyloid 3

The human brain can be damaged by neurodegenerative diseases. In order to
understand the possible reasons that lead to the neurodegeneration in the
brain, neuropathologists started to study morphological lesions around 150
years ago."' Tissue deposits that were microscopically, and in severe cases
macroscopically, visible in different organs (e.g. in the brain) have been ana-
lyzed and linked to various and apparently unrelated human disorders. In-
deed, protein aggregation is a phenomenon that is common to many diseases,
as Parkinson’s, type 2 diabetes, Huntington’s, prion and Alzheimer’s dis-
ease‘6,11—13

Amongst them, Alzheimer’s disease is a neurodegenerative disorder distin-
guished by a progressive loss of cognitive abilities and typical neuropatho-
logical features. One of these peculiarities is the presence of specific toxic
peptide aggregates, called amyloid plaques. The plaques arise in the neocor-
tical area of preclinical Alzheimer’s disease and spread into further brain ar-
eas in symptomatic patients.'* The plaques are composed of fibrils, which are
aggregates of monomeric AP peptide.®'"'%1518

The AP peptide is composed of 36-45 residues and created by the B- and y-
secretase-dependent cleavage of the amyloid precursor protein.®’ It is recov-
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ered from the human body (serum and cerebrospinal fluid).*’” The most abun-
dant isoform of AP is composed of 40 amino acids, AP4. Another important
species is formed by 42 amino acids, AP.; this is a less common species, but
it is dominant in the plaques and it shows higher toxicity than AB.">'"'®
Aggregation of AP and the structure of the aggregates have been studied for
years using many different techniques and approaches, both experimental
and computational.*™'®?* Tt was then possible to study many morphological
features of AP, such as the formation of fibrils, protofibrils and oligomers
depending on external factors, for instance temperature and solution salinity.
Several structures of AP have been observed using different techniques and
experimental conditions. AP species have been classified by size (number of
monomers in the oligomer) and by shape.

Because of their physical properties, it is difficult to determine the structure
of amyloid fibrils using X-ray crystallography or liquid state
NMR."*1321.2326 Data obtained by X-ray diffraction revealed that the fibrils
are arranged as a cross-f structure, in other words an extended p-sheet (two
sheets stacked upon each other) where the B-strands are perpendicular to the
fibril axis and the hydrogen bonds between the B-strands are parallel to the
same axis.

Very important results were also obtained using solid state
NMR, 3121621222527 Many experiments in the last few years confirmed that
the structure for the AP fibrils is the parallel B-sheet.'*'*?>?" It is possible that
the soluble aggregates could be a mix between parallel and antiparallel -
sheets, however with a preponderance of the second type of structure. Re-
sults about the B-sheet structure for the AP aggregates are confirmed by the
techniques of Fourier Transform Infrared Spectroscopy (FTIR) and circular
dichroism.'#!"1920222428 A vyery important result obtained by FTIR spec-
troscopy is the antiparallel p-sheet conformation found in AP
oligomers.*** A representation of the aggregates is shown in Fig. 4. The
monomer structure is an AP, peptide and it is obtained from solution NMR
(PDB entry 1Z20Q).” The oligomer structure is a tetramer of AB4, peptides
and it is obtained from solution NMR (PDB entry 6RHY).** The shown
structure for the fibril is an extract of twelve AP, peptides, where their disor-
dered residues from 1 to 10 are omitted, and it is obtained from solid state
NMR (PDB entry 2MXU).*!
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Figure 4. Representation of the amyloid-f aggregates. The structures were created
with PyMol.

2.4 B-helix proteins

The B-helix is a particular type of secondary structure. It is composed of par-
allel B-strands that are arranged in a helical pattern. This sort of helix can
have several faces. An example of a B-helix is shown in Fig. 5. Similarly to
B-sheets, the hydrogen bonds are located between adjacent strands. In Paper
IV we studied two B-helix proteins, SV2*? and Pent.*

SV2 is a protein located in synaptic vesicles, i.e. vesicles that contain neuro-
transmitters in synapses. It is therefore involved in the transmission of nerve
impulses between neurons. This protein has three different isoforms: SV2A,
SV2B and SV2C. The structure used in our calculations and shown in Fig. 5
is the SV2C isoform. In this study, this protein receptor forms a complex
with Botulinum neurotoxin, a toxin which can cause botulism to humans; the
PDB structure was obtained from x-ray diffraction. The B-helix, located in
the luminal domain of SVC, is composed of four faces, each one of them has
four/five strands.

Pent is a pentapeptide repeat protein (also called PRP). Each protein of this
family has four pentapeptide repeats that form one of the helical turns of the
B-helix. It is extracted from Clostridium botulinum, the bacterium that pro-
duces Botulinum neurotoxin. Pent has 217 residues and its B-helix is com-
posed of four faces with eight strands.

13



Figure 5. Example of a p-helix. The protein is SV2 and it is
an extract of PDB entry 6ES1.? The structure was created
with PyMol.
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3. Infrared spectroscopy

IR spectroscopy is a powerful technique that allows one to retrieve a lot of
structural information about the proteins of interest. The main application of
IR spectroscopy in protein science is the analysis of the secondary structure,
but this technique can also be useful to understand the processes of protein
reactions such as protein folding and protonation. This method is also useful
because it can be applied to proteins in many environmental conditions, in
aqueous and non-aqueous solution or in membranes.

IR spectroscopy is widely described in several textbooks and reviews.**?* In
the following sections, the description of IR spectroscopy is presented ac-
cording to classical physics and quantum physics. Then, a brief discussion
about the recording and the interpretation of the spectra is given.

In IR spectroscopy, the IR light is absorbed when the frequency of the light
is the same as that of the vibration. Thus, IR spectra are related to the fre-
quencies of the molecular vibrations. In consequence, we can deduce infor-
mation about the structure from spectral parameters such as band position,
bandwidth and absorption coefficient.

There are many types of vibration in a protein. In stretching vibrations, the
length of the bond changes during the vibration. In bending vibrations, the
angle between two bonds changes during the vibration. In torsional vibra-
tions, the torsional angle changes during the vibration.

Bond lengths and angles can be called infernal coordinates, because they can
be used to define the structure instead of Cartesian coordinates. When the vi-
brations of several internal coordinates couple to generate a movement with
the same frequency of vibration and for each atom and if the involved atoms
pass through the equilibrium position at the same time, we can call the re-
sulting pattern normal mode of vibration. Using the normal modes, we can
approximate each vibrational mode to a harmonic oscillator. In the harmonic
approximation, a non-linear protein with N atoms has 3N-6 vibrational de-
grees of freedom (3N degrees of freedom, minus 3 translations and 3 rota-
tions of the whole protein), i.e. 3N-6 normal modes of vibration. In addition,
in the harmonic approximation the vibration of a normal mode is indepen-
dent from the vibration of the other normal modes. For each normal mode, it
is convenient to use normal coordinates, which are proportional to the devia-
tion from the equilibrium position of each atom, i.e. proportional to linear
combinations of Cartesian of internal coordinates.

15



3.1 Classical description

An important parameter of the electromagnetic radiation in the description of
IR spectroscopy is the wavenumber ¥, which is defined as:

o v 1 p_p,_hev

(c/n) A n

where c is the speed of light, » is the refractive index of the medium, v is the
frequency, 4 is the wavelength and h is the Planck’s constant. The IR spectra
are usually plotted from high to low wavenumbers, because they are then
similar to spectra from short to long wavelengths.
We can consider two atoms in the molecule as a system of two oscillating
masses joined by a massless spring. The frequency of this harmonic oscilla-
tor is given by the formula:

_ 1 (1 1)\ 1 |k
Vv=——ulk| —+—|=—[— ,
2 m, my,| 2mx\m,

where v is the frequency in cycles per second, k is the force constant in N/m,
m; and m; are the masses of the atoms in g and m, is the reduced mass in g.
The previous formulas show that the frequency is a function of the masses of
the two oscillating atoms and of the force constant.
In the classic description, the interaction between the vibrating bond and the
electromagnetic radiation is seen as the interaction between the partial
charges of the vibrating bond and the electric field component of the radia-
tion. The amplitude of vibration is increased when the frequency of the elec-
tric field matches the frequency of the vibrating bond. This interaction does
not change the frequency of vibration.
The presence of the partial charges in the bond creates a dipole moment:
u=qRr ,
where u is the dipole moment, g is the value of the partial charges and R the
distance between the atoms. The change in the dipole moment with respect
to the distance is:

The larger the partial charges, the larger the absorption. One of the selection
rules for the absorption in IR spectroscopy states that a vibration is infrared
active if the dipole moment changes during the vibration. An example of ap-
plication of this selection rule is the stretching of the linear molecule of CO..
In the symmetric stretching vibration, the dipole moments of the individual
C=0 bonds have the same values but opposed signs; so, the overall dipole
moment is zero at any time and the vibration is infrared inactive. Instead, in
the antisymmetric stretching vibration, the dipole moments of the individual
C=0 bonds have different signs and different amplitudes; so, there is an

16



overall dipole moment that changes with time and the vibration is infrared
active.

3.2 Quantum mechanical description

We know that the potential energy for a harmonic oscillator of a diatomic
system is given by this formula:

1, »
V==k
B X

This parabolic potential is an approximation of the Morse potential, which
describes the potential energy curve of a covalent bond. During the vibration
of the bond, the oscillator moves along the curve, exchanging potential en-
ergy and kinetic energy. The total energy is always constant and equal to the
maximum potential energy.

From the solution of the time-independent Schrodinger equation, it is possi-
ble to calculate the wavefunctions of the vibrational states for each quantum
number and the quantum mechanical probability of finding the oscillator at a
specific distance.

The corresponding discrete energy levels, eigenvalues of the Schrodinger
equation, are:

En=(n+l)hv ,
2

where v is the classical vibrational frequency of the oscillator and 7 is a
quantum number (expressed as integer values). Energy levels, wavefunctions
and probability functions are shown in Fig. 6.
According to Fermi’s golden rule, the probability (P in the following) of
transition from one vibrational level to the next one is proportional to this
expression:

P([Wo)= [Wy))oc|(W,[VIW,)f
where |¥,> is the initial state, |¥;> is the final state and V is the operator of
the perturbation. The probability is then proportional to the projection of
vector V|¥,> on vector |¥;>; i.e. proportional to how much the two vectors
are similar. The maximum of probability is reached when the two vectors
have the same direction, instead the minimum of probability is obtained
when the two vectors are orthogonal.

17
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Figure 6. Quantum numbers, energy levels, wave functions and probability functions

for the quantum mechanical harmonic oscillator. Adapted from Colthup et al,
1990.%*

Similarly to the classic description, the interaction between the electric field
of the IR radiation and the vibrating bond is approximated by the interaction
with the dipole moment, which is described by the following operator:

N
ﬂ:; qr;

where ¢; is the charge of the particle, r; the position operator and N is the
number of charged particles. Likewise the definition of energy of the interac-
tion of a dipole in an electric field in the classical description, the interaction
energy between the bond and the radiation can be expressed by:
V(t)=—nE(t) ,
where V is the interaction energy (the perturbation) and E the oscillating
electric field vector of the IR radiation.
The formula for the probability of transition changes accordingly:
<Ip1|v|lpo>:_<lp1|.u|lp0>E
P(|Wo)=> [Wy))oc (¥ |u|W,)[ E*cos”
where a is the angle between the electric field £ and <¥;|u|¥,>. Two quanti-
ties can then be defined, the Transition Dipole Moment (TDM) and the
dipole strength, respectively:

DM : M10=‘<1111|u|11!0>‘:f WiuW,
Dipole strength D10:|<‘P1|y|‘P0>|2
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The transition probability is highest if the TDM and the electric field of the
IR radiation have the same direction and is zero when they are orthogonal.
Considering the Born-Oppenheimer approximation, the nuclei are much
heavier and slower than the electrons. A vibrational state |#> can be then
written as a product of an electronic and a nuclear state vector: |w¢>. As
consequence, the TDM can be written as:

TDM : an:|<w0¢m|ﬂ|w0¢n>|
After the transition, the electrons are still in the electronic ground state wy;
the different indices for the nuclear wavefunctions ¢ indicate the transition
from vibrational state n to vibrational state m. A further selection rule states
that the difference between the quantum numbers in vibrational transitions is
+1.
Usually, the oscillators are in the ground state and the absorption of IR radia-
tion leads to a transition to the first excited state. In this situation, the TDM
of the oscillators can be expressed as:

IDM=——(Ry|| —5— ,
5R( ) 8ﬂ2cmr17)

where 0u/OR(R,) is the change of the dipole moment at the equilibrium posi-

tion R, (dipole derivative), while the factor can be calculated as 4.1058/"°

u0.5 A Cm-O.S‘

3.3 Instrumentation

The IR spectrum is registered by a classical IR spectrometer or by FTIR
spectrometers. The modern instrumentation is based on the latter type of
spectrometers. The core of the instrument is a Michelson interferometer
(shown in Fig. 7), which has a movable and a fixed mirror. The IR light,
emitted from a source, reaches a beam splitter. Part of the light is sent to the
fixed mirror, is reflected back to the splitter and passes through it; another
part is sent to the movable mirror, is reflected back to the splitter and then re-
flected in direction of the detector. The sample is located between the beam
splitter and the detector. The two parts of the light are recombined after the
second passage through the beam splitter and there can be constructive or de-
structive interference according to the position of the movable mirror, i.e. ac-
cording to the length difference of the two light paths. The instrument mea-
sures the light intensity as function of the position of the movable mirror (in-
terferogram), then makes a Fourier transformation to calculate the IR spec-
trum.
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Figure 7. Scheme of a Michelson interferometer.

3.4 Interpretation of infrared spectra

The spectrum of IR light spectrum is wide; if we consider the mid-infrared
region, it extends from 4000 cm™ to 400 cm™. The protein backbone has sev-
eral absorption bands in this region.*?**% In the following list, the main
bands are listed, with their approximate wavenumbers and their main inter-
nal coordinate contributions:

e Amide A (3300 cm™): N-H stretching;

* Amide B (3100 cm™): N-H stretching;

*  Amide I (1650 cm™): C=0 stretching, C-N stretching;

e Amide IT (1550 cm™): C-N stretching, N-H bending;

*  Amide IIT (1300 cm™): C-N stretching, N-H bending;

e Amide IV (625 cm™): C-O bending, C-C stretching;

* Amide V (650 cm™): C-N torsion, out-of-plane N-H bending;

e  Amide VI (550 cm™): out-of-plane C=0 bending;

*  Amide VII (200 cm™): out-of-plane N-H bending, C-N-C deforma-

tion.
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Since the main application of IR spectroscopy is the analysis of the sec-
ondary structures of proteins, the IR spectrum between 1800 cm™ and 1500
cm™ is the region of interest, in particular the amide I band (1700-1600 cm™).
The amide I band is highly sensitive to the protein backbone conformation,
so to the secondary structure of the protein. Plus, few other vibrations do not
absorb in this range, so the absorption in amide I band is not influenced by
them and it is easier to analyze the spectrum.
Each secondary structure absorbs in a typical spectral range, listed below:

¢ ochelix: 1650 cm™;

»  PB-sheet: 1630 cm™ and ~1690 cm™ (in H,O);

e turn: 1670 cm™;

* irregular: 1650 cm™.
These are typical values, but in some cases the secondary structures absorb
in different ranges. Antiparallel B-sheets shows two bands in the listed spec-
tral range.*** However, the IR spectrum of a parallel B-sheet does not usu-
ally reveal the high wavenumber band (this argument will be discussed thor-
oughly in Paper IV). Parallel B-sheets present their main absorption band at
1630 cm™, with smaller bands between 1680 cm™ and 1650 cm™.'* a-helices
show a main absorption band at 1650 cm™, but its position can increase until
1680 cm™, depending on the length of the helix.*' Turns absorb in the region
between 1700 cm™ and 1630 cm™, depending on their dihedral angles.?"#54¢
Amide groups that cannot be classified as a-helix and B-sheets can absorb
throughout the entire amide I spectral range.'
These characteristic IR spectra for the different secondary structures can be
influenced by several factors. For example, the IR spectrum of B-sheets is in-
fluenced by the planarity of the sheet and by the number of strands. A factor
to consider is the hydrogen bond effect, that makes the bands shift. Amino
acid side chains from Gly, Asn and Arg also absorb in the amide I region.*°
If the IR spectroscopy experiment is performed in H,O, the H-O-H bending
vibration is located in the amide I band; to avoid this contribution, experi-
ments can be performed in D,O.
If different secondary structures are present in the tertiary structure of the
protein of interest, their absorption band can overlap in the same amide I
band region. There are two methods to separate the overlapping bands and to
make an assessment of the contributions of the secondary structures. The
first one is to calculate the second derivative of the absorption spectrum. In
this way the width of the main band is reduced and the minima correspond to
the maxima absorbance of the original IR spectrum. An example is shown in
Fig. 8.

36,41
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Figure 8. Example of an IR spectrum and its second derivative calculated for an
antiparallel f-sheet with 8 strands and 10 residues per strand.

The second method is Fourier self-deconvolution.’ > In this method, the in-
terferogram (Fourier transform of the IR spectrum) is multiplied by an in-
creasing function; applying a second time a Fourier transform, we will obtain
a narrower spectrum than the original one.
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4. Methods for the simulation of the amide |
band

The interpretation of the amide I band can provide important structural infor-
mation, but it is not always straightforward. To help in the understanding of
the experimental results, several theoretical approaches were developed to
simulate the amide I band, one of which is based on normal mode analy-
sis, 13742443457 A normal mode analysis allows the study of the vibrations of a
molecule, providing information on the frequencies and on the atomic move-
ments.

The method used in all included publications is based on the floating oscilla-
tor model:' in this approximation, each amide group is seen as a vibrating os-
cillator, characterized by an intrinsic frequency of vibration and a TDM. The
coupling between the oscillators and the intrinsic frequencies are influenced
by different interactions, which will be described in the following sections.
This information is needed to calculate the F' matrix, a matrix whose ele-
ments are force constants obtained from Newton’s equations. From the F
matrix, the wavenumbers and intensities of the amide I oscillators can be re-
trieved by solving its eigenvalue and eigenvector problem.” The IR spectrum
is then calculated by creating Gaussian or Lorentzian bands with the amide I
intensities for each amide I normal mode and by summing them.

In all the included publications, the calculation of the /" matrix elements, the
diagonalization of the " matrix and the creation of the simulated IR spectrum
are performed in a Matlab program.*®> This program only requires as input
to specify atomic coordinates (generally using a PDB file) and which param-
eters to use in the calculation.

4.1 Theoretical description of the ' matrix

The number of amide I oscillators in a protein is equal to the number of
amide groups. We can consider them as harmonic oscillators, which are cou-
pled to each other. This coupling creates collective vibrations, which are de-
localized over several amide groups.
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The main internal coordinate contribution in the amide I band is provided by
the vibration of the C=0 bond of the amide group. We can consider this bond
as a diatomic system, i.e. two atoms with masses m; and m,, and the corre-
sponding equations of motion for a harmonic diatomic oscillator:
my X, =—f (X, =X, )=— fx, +fx,
m,X,=—f (X,—x, )=, — fx,
In the equations, x; and x; are the displacements of the two atoms from the
equilibrium positions along the x axis and f'is the force constant. The solu-
tions of the equations are:
x,=a,sin(wt)
x,=a,sin(wt)
Inserting these solutions into the equations of motion gives:
-myw’a,=—fa,+f a,
—myw’a,=+fa,—f a
These equations can be rearranged in the following way:
(f—mlwz)al—fazzo

—fa+(f-my0*)a,=0

N2
f_m1w2 —f a, :(0)
—f f—mza)2 a, 0

The matrix is called coefficient matrix. This system of equations can be
solved by setting the determinant of the coefficient matrix to zero; this gives
two solutions for w, a; and ay:

a
;=0 —=1
a;

w;:f(i+i)ziéﬂz_@

m, m,] m,  a, m,

The first solution means that there is a translation of the atoms along the x
axis; the second solutions means that the two displacements have opposite
signs and that the ratio of the displacements is inversely proportional to the
ratio of the masses.

We can rewrite the coefficient matrix and model the equations into an eigen-

value problem for the w values using the " matrix:
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a)zal:(f/ml)al_(f/ml)az
o' a,=—(fIm,)a,+(f/m,)a,
N2
f/ml_a)2 —f/m, a, :(0)
—fim, fim,—o*/\a,] \0
N2
Fa=o’a
In the following, the normal coordinate ¢ is related to the displacements x;
and x; and to the internal coordinate s. This is done by expressing the poten-
tial energy in the normal and internal coordinates.
S=X,—X,
V=120’ q¢=1/2f s
1
mr
12 _1n
q=m,"(x,=x,)=m,"s

We can expand the same reasoning to the coupling between two two-atomic
oscillators. The equations of the motion using the internal coordinates are:

m, $;=—f5,+f,8,

m,$,=—f,8,+f1,5,
In the previous equations, s; and s are the internal coordinates for the two
oscillators, f;, f> and f;, are the force constants:

2
fi= 4
! 0s,0s;

The solutions of the equations of the motion using the internal coordinates
are:

f<x1_xz)2:a)2q2: qz

$1,=a;,sin(wt)
s,,=a,,sin(wt)
Consequently, we can insert these solutions into the equations of the motion.

We obtain this system of equations and the coefficient matrix for the di-
atomic can be found in this way:

2
—m, 0 a,,=—f1a,,+f1,0,,
2
—m,,w a,=—f,a,+f,a,,
2 _
(f1+mrla) )alw_fIZGZw_O

2
_f12a1m+(f2_mr2w )02(4):0
N2

fl_mr1w2 _f12 (010)):(0)
—f1 fZ_mr2w2 a,, 0
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Similarly to the single two-atomic oscillator, we can define the ' matrix and
its eigenvalue problem.

a)zalw:(fl/mrl) alw_(f12/mr1)02w
wzaZU):(fZ/er)aZw_(f12/mr2)i1w:_(le/er)alw-l-(fZ/er)aZw

fum,—o* —f,/Im, a,|—(0
~fulm,  film,~o’)\a,,| \0
Fa=o’a
The F matrix is not symmetrical if the reduced masses are different. Con-

verting to normal coordinates, we obtain a new symmetrical /' matrix:

12 V2
m'“s=q m,"a=q

4
a)2QO1w:(fl/mrl>QO1w—f12q02w/(mr1mrz)
w2q02w:_f12q01w/(mr1mr2>1/2+(f2/mr2)q02w
4

fi/m,, _flz/(mrlmr2)1/2 Qo1 |=?[ D010
_flz/(mrler)llz fa/m,, o20v
The diagonal elements of the " matrix are related to the intrinsic vibrations
of the amide I oscillators of each amide group, i.e. the vibrations where there
is no coupling between the amide groups; the non-diagonal elements are re-
lated to the interactions / coupling between these intrinsic vibrations of the
amide groups.
In the F matrix, it is convenient to express the masses in u and the force con-
stants in mdyn A™'. Using these units, the diagonal elements can be converted
into wavenumbers using the following formula:***
V,=1303(f/m,)""”
For example, using 1650 cm™ as wavenumber, the corresponding diagonal
element is 1.605 mdyn A u'. At the same time, the conversion formula to
obtain the coupling constants (non-diagonal elements) in the unit of cm™ is:¥’
848N619 F,
Vo
where F; is the F matrix element in mdyn A" u”, ¥ is the wavenumber in
cm™. Suitable values for v, are 1707 cm™ or 1717 cm™ (amide I wavenumber
of NMA in gas phase)®®®' or 1650 cm™ (average wavenumber of an amide I
oscillator in a protein).'?

1/2

Q020

v=

b
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4.2 Transition dipole coupling

Transition Dipole Coupling (TDC) is an approximation to describe the elec-
trostatic coupling of individual oscillators. It was suggested by Krimm and
Abe in the 1970s,°% and is widely used to calculate the amide I band.**¢*"!
In the calculation of this interaction, each amide group has its own TDM (as
shown in Fig. 9) and the coupling between the amide groups can be approxi-
mated by a dipole-dipole interaction (as shown in Fig. 10). The TDM can be
described by position, magnitude and direction, but there is still no agree-
ment on the optimal values of the TDM parameters in literature, '#>*>47>7¢

O

/NS
|

H

Figure 9. Illustration of the TDM (in red) of
an amide group.
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Figure 10. Scheme of TDC interactions (in red) between amide groups
inside a parallel p-sheet (only the backbone is depicted). The numbering
of the amide groups is shown in yellow circles.

The coupling is more effective when the amide groups vibrate with the same
frequency. TDC is a function not only of the magnitude of the TDMs, but
also of their orientations. According to TDC, the calculation of the coupling
between the amide groups, i.e. the calculation of the non-diagonal elements
of the F matrix, is expressed in the following formula:
R T (L
_010q; 99, " dq; ™ 0q, "’
Jjk € lek
In the formula, du./0q. is the dipole derivative of the amide group a.in D A-!
w2, Ry is the distance between the two dipole derivatives in A, ny is the unit
vector of the distance, ¢ is the dielectric constant (assumed to be unity) and
0.1 is the factor for conversion from D* A® to mdyn A™'. The TDM, as ex-
plained in Section 3.2, is proportional to the dipole derivative.
TDC is used in many calculations and it usually provides good agreement
with experimental results.®*®”" It describes long range electrostatic interac-
tions well, but it is inadequate to describe short range interactions, such as
interaction between neighboring amide groups.®>**’>7*7% Thig limitation can
be overcome using data from quantum chemical calculations (see the follow-
ing Section on Nearest neighbor coupling). In addition, TDC coupling does
not include multipoles interactions and mechanical interactions.

F
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TDC was considered in the calculations of all included publications. In par-
ticular, in Paper III we suggested our optimized set of parameters for the
TDM and we compared the results with sets from literature.

4.3 Nearest neighbor coupling

The interaction between amide groups has an electrostatic and a mechanical
component. As explained in Section 4.2, when the interaction is long range,
the approximation used in TDC, i.e. the mechanical component is not in-
cluded, is appropriate to describe the interaction.

However, this is proven not to be true when the interaction is short
range.>**723787 Tn addition, it was shown that C, vibrates along the other
atoms involved in amide I vibrations.® So, TDC (as well as other approaches
that rely only on electrostatic coupling) is not sufficient to correctly describe
the interaction between nearest neighbors and mechanical coupling cannot
be neglected.

A better way to describe short range interactions is to perform quantum
chemical calculations because they consider both the mechanical and the
electrostatic coupling.’>*¢707273.788184 Thege calculations were performed on
small molecules (usually dipeptides) after a geometry optimization. The cou-
pling between nearest neighbors (F;;+,) can be expressed as a function of the
dihedral angles ¢ and y of the amide groups. Consequently, the nearest
neighbor couplings were calculated for pairs of dihedral angles, covering the
entire Ramachandran plot. Several maps were created using different levels
of theory and different basis sets.”>”*™*% Stock and co-workers stated that
these coupling constants maps are not sensitive to these different computa-
tional details.”® The coupling constant maps can be used to describe nearest
neighbor interactions in larger structures.”*! Nearest neighbor coupling was
included in the calculations of Paper I, II and IV.

4.4 Local environment

It was proven that the local environment, i.e. the nearest neighbors on both
sides of an amide group, can influence the intrinsic frequencies of the amide
groups.>**788 The effect of the local environment can be described using the
pairs of dihedral angles ¢ and y of the amide groups before and after each
amide group, as shown in Fig. 11.
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Figure 11. Dihedral angles (in red) which are involved in the effect that the local
environment (amide groups i-1 and i+1) has on the intrinsic frequency of the
vibration of amide group i. The amide groups are indicated using dashed boxes.

The influence of the nearest neighbors can be expressed by a modification of
the diagonal elements of the F matrix; this corresponds to a shift of the in-
trinsic frequencies of the amide groups. Similarly to the nearest neighbor
coupling, these shifts are obtained from quantum chemical calculations on
small molecules such as dipeptides or tripeptides (to test the consistency of
the shifts to longer chains).** %7838 From these calculations, two maps were
created, where the shift is a function of the dihedral angles: one map is to re-
trieve the shift caused by the preceding amide group (4V,. in the following),
the second map by the following amide group (4V,.« in the following). Each
diagonal element in the " matrix can therefore be modified in this way:
‘7=‘70+A‘7pre(¢i’ wi>+Avpost(¢i+1! IIJHl) >
where 7 is the wavenumber that will be converted to the diagonal element of
the /' matrix and ¥, is the wavenumber calculated from the intrinsic fre-
quency of vibration. If the amide group is at the C-terminus or the N-termi-
nus of the chain, only one of the two shifts shall be considered.
Differently from the nearest neighbor coupling, Stock and co-workers noted
that the calculation of the shifts is dependent on the computational details
(level of theory and basis set),” so the implementation of this effect should
be carefully evaluated.
The local environment effect was included in the calculations of Paper IV.
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4.5 Hydrogen bond

As explained in Chapter 2, the hydrogen bond is one of the interactions that
stabilize secondary and tertiary structures of proteins, since the amide hydro-
gen (N-H) and the carbonyl oxygen (C=0) of different amide groups bond to
each other. IR spectroscopy is very sensitive to hydrogen bonding, both re-
garding the hydrogen bonds inside the protein of interest and regarding the
hydrogen bonds between the protein and the solvent: a large redshift of the
amide I wavenumbers was noted because of hydrogen bonding.**¢*"# Each
amide group can form at maximum three hydrogen bonds (two with the car-
bonyl oxygen and one with the amide hydrogen). Each hydrogen bond influ-
ences the intrinsic frequency of the involved amide groups in an approxi-
mately additive way:
17:170+A17EOI+A7202+A17ﬁH ,
where ¥ is the wavenumber that will be converted to the diagonal element of
the F matrix and V¥, is the wavenumber calculated from the intrinsic fre-
quency of vibration. The redshift was studied using clusters of NMA, in
some cases surrounded by solvent (typically water molecules), in order to
study intrapeptide hydrogen bond and solvation.®'*”%* Typical values for the
redshift are 20-25 cm™ for each hydrogen bond of the carbonyl oxygen and
10-15 cm™ for the hydrogen bond of the amide hydrogen.®"*
The shift is dependent on the strength of the hydrogen bond and on the geo-
metrical arrangement of the involved amide groups. Attempts to model the
shift due to the hydrogen bond to the geometrical properties were suggested
in the literature. One of the formulas used to calculate the shift is the follow -
ing:%+%
AV=—a(2.6—roy) ,
where 4V is the shift of the wavenumber caused by the hydrogen bond in cm”
! ron is the hydrogen bond length in A and o is a fitting parameter, typically
assumed to be 30 cm™. This simple approach does not include the hydrogen
bond strength and the hydrogen bond made to the amide hydrogen. But, it
was used in simulations of the amide I band in the literature.*®"’
Another approach is based on the Kabsch-Sander energy,” which calculates
the energy of the hydrogen bond based on the distances between the in-
volved atoms:
E 5= fqq2rov*+rey—ron—ren)
In the formula, f'is equal to 332 e A kcal/mol, g, is the partial charge on the
C=0 bond and is equal to 0.42 e, g, is the partial charge on the N-H bond
and is equal to 0.20 e and all distances are expressed in A. Ge and coworkers
suggested that the redshift is proportional to the Kabsch-Sander energy:*
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Avco,:A vCOZZEOEKS ,
AV = e"E KS
where the coefficients ¢ and &’ are respectively equal to 2.4 ¢cm™'/kcal and
1.0 cm'/keal.
In addition to the hydrogen bond between amide groups, it is possible to cal-
culate the solvation effect using the solvent accessible surface (SAS).'™ In
the protein, each atom can be represented by a sphere with a radius equal to
the Van Der Waal’s radius. Using a water solvent probe sphere with a radius
equal to 1.4 A, we can define the accessible surface as the trace of the center
of the probe sphere rolled over the protein surface. In our program, the SAS
area is correlated to the redshift caused by the hydrogen bond between the
solvent and the amide hydrogen or the carboxyl oxygen.*®'"! Similarly to the
intrapeptide hydrogen bond, the redshift caused by solvation is approxi-
mately additive:
V=Vt AV + AV + AV
where V is the wavenumber that will be converted to the diagonal element of
the F" matrix and ¥, is the wavenumber calculated from the intrinsic fre-
quency of vibration.
Intrapeptide hydrogen bond (using the method based on Kabsch-Sander en-
ergy) and solvation effect on the intrinsic frequency were included in the cal -
culations of Paper I'V.

4.6 From F matrix to simulated spectrum

The combination of the interactions described in the previous sections fills
the F' matrix. The wavenumbers (V) and the intensities (/) of the amide I os-
cillators can be respectively found from the eigenvalues and the eigenvectors
of the F matrix.? The equation for the intensity is:

; —i ou, —i i ou aqj)

‘ = \0Q ] = j=1 aClj 0Q

In this formula, 0g/0Qx is the vibrational amplitude of the amide group j in
the kth normal mode (obtained as eigenvector of the F' matrix), Ou/0q; is the
ith Cartesian component of the dipole derivative of amide group j and N is
the total number of amide groups.
The dipole strengths can be obtained from the intensities I and the
wavenumbers Ok using the following formula:

2

I
D,=="-4.1058"-10"
Vi
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where Dx is the dipole strength of the normal mode k in D?, I is the intensity
of the normal mode & in D> u'A2, v is the wavenumber of the normal mode
kin cm™, and 10% is a factor of conversion between esu? cm? and D2.
Wavenumbers and intensities are used to simulate the spectrum. The band
shape of each normal mode is approximated to a Gaussian or a Lorentzian
curve, described with an appropriate full width at half maximum. Gaussian
and Lorentzian bandshapes can be observed respectively when there is het-
erogeneous or homogeneous line broadening. Then, the IR spectrum is ob-
tained by the sum of all generated curves.
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5. Density functional theory and amide I band

Computational chemistry is a field of chemistry that solves chemical prob-
lems using the implementation of mathematical methods in computer simu-
lations. As we know, molecules are composed of atoms and, in turn, of
charged particles: negative electrons and positive nuclei. Briefly, the struc-
ture and the properties of molecule are obtained from the interactions be-
tween the charged particles through physical and chemical models. The aim
of quantum chemistry, a subfield of computational chemistry, is to retrieve
these properties through the postulates of quantum mechanics, such as the
Schrodinger equation. Unfortunately, there are only a few limited situations
where it is possible to solve the Schrodinger equation analytically and the
electronic structure of the molecule. This is why several approaches were de-
veloped to overcome this problem, using different levels of approximation.
Quantum chemistry theory and several approaches are explained in text-
books.'"!% A basic introduction of quantum chemistry calculations is pre-
sented in the following section. Then, I will focus on density functional the-
ory (DFT), the method we chose to use for the calculations in Paper III.
These calculations were performed using Gaussian 09.'" From the DFT cal-
culations, we collected the amide I wavenumbers and the dipole strengths; it
was possible to retrieve the F' matrices using the Hessian matrix reconstruc-
tion method,” explained in Section 5.3.

5.1 Introduction to quantum chemistry calculations

The simplest case to consider is a single charged particle (an electron, for ex-
ample), which has a mass m and is moving through space and time. This par-
ticle has a potential energy V and a kinetic energy 7, which can be expressed
by:

H=T+V

pZ hZ )
T=——"——=—— ’

2m 2mV

where p is the momentum operator, 7 is the reduced Planck constant and V?
is the Laplace operator. The Hamiltonian operator H is the total energy oper-
ator. Time-dependent Schrodinger equation for a wavefunction is:
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oW (r,t)

ot ’
where ¥ is the wavefunction that describes the motion of the particle. The
probability of observing the particle at a position r and time ¢ is given by the
square of the wavefunction. If the potential energy is time-independent, the
wavefunction can be written by the product of a spatial factor and a time fac-
tor:

HY(r,t)=ih

W(r,t)=w(r)f(t)
Then, the Schrodinger equation assumes a time-independent form:
HY(r)=EW(r) ,
where E is the energy of the particle. The energy levels can be calculated
from the wavefunctions using the following formula:

[wHwY
[ww
The energy levels are then the eigenvalues of the H operator. The
Schrodinger equation can be solved analytically only in a few cases: a parti-
cle in a box, a harmonic oscillator (briefly mentioned in Section 3.2) and
atoms with one electron (hydrogen or helium cation). We can consider, for
example, the latter case. In addition to the kinetic energy of the electron, the

potential energy is equal to the Coulomb interaction between the electron

and the proton (protons, if it is the helium cation):
2

T:L:_h_ZVZ V:_ Zez
2m 2m dmeyr
where Z is the nuclear charge, e is the elementary charge and ¢, is the dielec-
tric constant. Using polar coordinates instead of Cartesian coordinates, the
solution of Schrédinger equation is provided by the product of a radial func-
tion and an angular function:
lpnlm:RnI(r)Ylm<8 )¢>

The wavefunctions are also called orbitals and are characterized by three
quantum numbers #, / and m: n is the principal quantum number and as-
sumes integer values (0, 1, 2...); [ is the azimuthal quantum number and as-
sumes the integer values between 0 and n-1 (0, 1, ... n-1); m is the magnetic
quantum number and assumes the integer values between -/ and [ (-/, -I+1, ...
0, ... [-1, [). R, is the radial function and is the product of a factor and a La-
guerre polynomial. Y, is the angular function and is the product of a factor
and a Legendre polynomial. The energy of each solution is only a function of
the principal quantum number; orbitals with the same » and different m or /
are considered degenerate.

When we are facing a many-body system, i.e. when there are more than one
electrons, the Schrédinger equation cannot be solved analytically. Solutions
which are approximations of the real solution can be suggested. In addition,
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the electron spin has to be considered in a system with more than one elec-
tron. One of the approximations to include in the theoretical description is
the Born-Oppenheimer approximation: the masses of the nuclei are much
greater than the masses of the electrons, so the electrons can adjust almost
immediately to any position changes of the nuclei. This allows to consider
the total wavefunction as a product of a wavefunction for the electrons and a
wavefunction for the nuclei. Consequently, the total energy will be the sum
of the nuclear energy and the electron energy. Another simple approximation
is to ignore the interaction between electrons in the Hamiltonian. Then, the
total Hamiltonian becomes the sum of the Hamiltonian of each electron and
the wavefunction becomes a linear combination of the wavefunctions of each
electron, to respect the indistinguishability (antisymmetry) criterion.
Molecular orbitals can be expressed in terms of known functions from a set,
called basis set. Each basis function is called atomic orbital and the molecu-
lar orbital (one-electron wavefunction) is a linear combination of atomic or-
bitals:

K
wi:z C‘ui¢,u ’
u=1

where y; is a molecular orbital, ¢, is a coefficient, ¢, is one of the K atomic
orbitals. Any type of basis function can be accepted, as long as it respects
physics (convergence if many basis functions are included; basis function
decreases to zero if the distance between nucleus and electron increases) and
it can be easily integrated. Basis sets can be distinguished by the type and by
the number of basis functions. A higher number of basis functions makes the
calculations more accurate, but it requires a higher computational cost. Each
atomic orbital is a linear combination of functions, typically Slater type or
Gaussian type. In the minimal basis set, each atomic orbital can be described
by a single Gaussian or Slater function. However, calculations with minimal
basis sets usually contain deficiencies; so, the number of basis function can
be increased. Polarization functions (indicated by the symbol *) or diffuse
functions (indicated by the symbol +) can be also added to the basis set.

5.2 Density functional theory

Different methods were implemented to solve the electronic structure and the
Schrodinger equation for many-body systems. For example, ab initio calcu-
lations are based solely on the laws of quantum mechanics, or semi-empiri-
cal methods avoid the calculations of certain integrals using experimental
data. Force fields were also created to convert electronic energy into para-
metric functions. Another method is suggested by density functional theory
(DFT) calculations.
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The first description of DFT was introduced by Hohenberg and Kohn'® and
perfected by Kohn and Sham in the 1960s;'* however, this method started to
be widely used from the 1980s.'":1%

DFT calculations are based on the assumption that the total electronic energy
is related to the overall electronic density, i.e. the energy is a functional of
the density. The density functional in DFT is usually written as:

)= [ Vo (r) p(r)dr+F[p(r)]

The first term in the 1ntegra1 is related to the interaction of the electrons with
an external potential V., (typically derived from the Coulomb interaction be-
tween the nuclei); the second term is the sum of the kinetic energy of the
electrons and the contribution from the interactions between the electrons.
Kohn and Sham suggested that this second term F/p(r)] can be approxi-
mated by three terms:

Flp(r)]=Exs[p(r)]+Ey[p(r)]+Ex[p(r)]
The first term Ex is the kinetic energy and it is defined as the kinetic energy
of a system of non-interacting electrons with the same density p(r). The sec-
ond term Ey is the electron-electron Coulombic energy and it is defined as
the classical electrostatic interaction between two charged densities. The
third term Exc contains contributions from exchange and correlation. Substi-
tuting the correct formulas for these energy terms, we obtain the expression
of the total energy for a system with N electrons and M nuclei:

r>dr+iwi<r>(—f)wi<r>m

2

5 f.[p|r _r2| drldrz"'Exc[p(r)]

In the description of Kohn and Sham, the density p(r) is the sum of square
moduli of a set of one-electron orbitals y;:
N

2
p(r)=X [ (r)

Combining the definition of the density and the formula of the total energy,

we obtain the one-electron Kohn-Sham equation:

Vi (& z, )
_71_(2_: r_)+-rp(:—)drz+vxc[r1] wi(rl)zeiwi(rl) )

where ¢; are the orbital energies and Vyc is the exchange-correlation func-
tional, defined as:
SEx[p(r)]

Vielrl=
. [p(r)]
Kohn-Sham equations are solved through a self-consistent approach: an ini-
tial guess of the density leads to the calculation of a set of orbitals, which in
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turn leads to a new and improved value for the density. The iteration contin-
ues until the convergence is reached.

Many types of empirical or semi-empirical functionals for the exchange-cor-
relation energy were suggested in the literature.'” We decided to choose
BPWOI1'"' as density functional and the 6-31G** as basis set for the ge-
ometry optimizations and the frequency calculations in Paper III. This com-
bination was chosen because it is a good compromise between accuracy of
the vibrational frequencies and computational cost.”’'"*"'¢ In addition, the
amide [ and amide II dipole strengths for NMA calculated with this combina-
tion are close to the experimental values;”" it also reproduces well the vibra-
tional coupling in the description of the effects of site-specific C labeling."”
Another popular functional is B3LYP;"® however, it seems to perform worse
because it gives higher amide I frequencies.''*!'¢

5.3 Hessian matrix reconstruction

Amongst several properties, a frequency calculation performed on an opti-
mized geometry gives amide | wavenumbers and dipole strengths. Cho and
coworkers suggested the Hessian reconstruction method to retrieve the Hes-
sian matrix (and, as a consequence, the F matrix) from the DFT amide I
wavenumbers.” The reconstructed Hessian H can be retrieved using the fol-
lowing formula:
H=U'AU ,

where 4 is the wavenumber eigenvalue matrix obtained from the DFT calcu-
lations. U is a matrix that can be obtained from two different methods: car-
bonyl population analysis or carbonyl coordinate displacement.
The first method approximates the contribution of each amide group to a par-
ticular amide I normal mode by the carbon and oxygen displacements from
the DFT results. The elements of the U matrix are obtained from the follow-
ing formula:

Ue=Njlug, juc, jruc, juo, j+uo, j+uo, ;) -
where ucej is the displacement of the carbonyl carbon atom of amide group
a along the x direction for the j-th normal mode and uoux; is the displacement
of the carbonyl oxygen atom of the amide group a along the x direction for
the j-th normal mode. The normalization constant A is calculated according

to the formula:
N

2 _
> Uey=1

where N is the number of amide groups. The sign of the elements of the U
matrix is assigned according to whether the carbonyl bond length increases
or decreases according to the displacements.
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The second method approximates the contribution of each amide group to a
particular amide I normal mode by the carbonyl bond length change. The el-
ements of the U matrix are obtained from the following formula:

Uij:NJ(raj_r?xj) 5

where r,; is the carbonyl bond length of amide group o after evaluating the
atom displacements for the j-th normal mode and r,’ is the original carbonyl
bond length of amide group a in the optimized geometry. The normalization
constant /; is calculated as in the carbonyl population analysis; however, the
sign of the elements of the U matrix is already determined.

Carbonyl population analysis and carbonyl coordinate displacement produce
similar Hessian matrices. The reconstructed Hessian matrix is almost diago-
nally symmetric and the eigenvectors are fairly orthogonal to one an-
other.” In Paper III, we used the carbonyl population analysis to retrieve the
Hessian matrices. Then, these matrices were converted to ' matrices through
the transformation of the elements from wavenumbers to mass normalized
force constants (formulas have already been reported in Section 4.1). The F/
matrices were then made symmetrical, by averaging the elements f; and f;.
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6. Results and discussion

6.1 Paper I

The aim of the Paper was to study the co-aggregation of two species of AP
peptides, APs and APs. To do so, we used FTIR spectroscopy, combined
with *C labeling and simulations.

In the experiments, labeled A4 and unlabeled AP, (and vice versa) were
co-incubated, then the IR spectrum was recorded (Paper I, Fig. 1). The re-
sulting mixture spectrum shows the typical features of the antiparallel B-
sheet: a strong band at low wavenumber (around 1625 cm™) and a weak
band at high wavenumber (around 1680 ¢cm™). The experimental bands cor-
respond to the bands in the spectra of the two individual species. However,
in the mixture spectrum, the main ">C band and “C band positions show a
clear upshift, when the isotopic dilution increases (Paper 1, Fig. 2). The “*C
band also shows a loss in intensity. These features are clearly evidence that
the two species interact with each other and form B-sheets with mixed iso-
topic compositions. The behavior of the mixture spectrum and of the “C
band position is similar for homo-oligomers and hetero-oligomers. There-
fore, we suggest that the two species mixed randomly in the same structures.
To verify if AP can form mixed structures with other peptides, we performed
a control experiment, where we mixed one of the two AP species with
S100A9 (Paper I, Fig. 6). The latter protein is known to form amyloids and
to interact with AB;'"*'?% its IR spectrum is different from AP, because the
main band is located at 1650 cm™ (due to a-helices). The resulting mixture
spectrum is almost superimposable with the average spectrum of the individ-
ual species, so we can deduce that the two species do not form mixed [3-
sheets.

To add additional evidence, we performed a simulation on an antiparallel [3-
sheet model using TDC and nearest neighbor coupling (Paper I, Fig. 3). We
simulated the presence of *C peptides in the model structure by the modifi-
cation of the elements of the F matrix using an appropriate mass ratio. For
each experimental isotopic dilution, we considered 3000 B-sheets with differ-
ent isotopic compositions; to calculate errors in the band positions, we re-
peated the calculations 20 times. The simulated spectra show the same be-
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havior as the experiments, so we can confirm our hypothesis of mixed [-
sheets. Since labeled and unlabeled species had different carbon isotopes,
preference for homogeneous aggregates was modeled in the calculations
with the introduction of a parameter called acceptance probability (Paper I,
Fig. S8). This probability represents the tendency of the peptides to stay
closer to a peptide of the own kind: 0% probability means isotopically pure
sheet, 100% means a complete random mixing of the two types of peptide.
After a comparison of the simulated and experimental *C band positions and
after an analysis of the isotopic compositions of the simulated B-sheets, the
simulations can confirm a behavior close to the random mixing of the pep-
tides (acceptance probability higher than 40%).

6.2 Paper II

The aim of Paper II was to elucidate the building block of the AP oligomers
by making a comparison of C band shift upon isotopic enrichment between
experimental spectra of homo-oligomers and simulations.

In this set of simulations, neither the structure of the oligomers nor the pa-
rameters to use in the calculations were known. To overcome the first prob-
lem, we performed the calculations on a collection of different model struc-
tures: antiparallel B-sheets of different sizes, antiparallel B-sheets of different
sizes and a dodecamer (Paper II, Fig. 1). To solve the second problem, we
decided to adjust the magnitude of the transition dipole moment and the cen-
ter wavenumber for each model structure in order to match the experimental
high and low wavenumber band positions for the all-unlabeled sample.
These adjustments were performed for ABs homo-oligomers and AB4» homo-
oligomers. The position of the transition dipole moment was kept fixed to
Moore and Krimm’s suggested position,’® while the magnitude and the center
wavenumber were obtained for three fixed TDM angles (10°, 20° and 30°).
The labeling procedure of the model structures was performed using five dif-
ferent patterns: single strand, 2-strand block, 3-strand block, interlaced
model 1 and interlaced model 2 (Paper II, Fig. 3). These patterns are related
to hypothetical structures of individual peptide molecules, i.e. to the building
block of the oligomers. We performed 20 repetitions of 3000 model struc-
tures with different isotopic composition for each experimental isotopic dilu-
tion and for each labeling pattern. The calculation of the F matrices was
done according to TDC and nearest neighbor coupling. According to the iso-
topic composition, the elements of the /" matrix were modified using an ap-
propriate mass ratio (as done in Paper I).

The "C band shifts in the simulations showed that the *C band positions de-
pends on the building block and that the downshift for each building block
does not overlap with other downshifts (Paper II, Fig. 8). Similar *C band
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shifts were found for the three fixed angles of the TDM, indicating that our
results do not depend on the choice of the angle (Paper II, Fig. 7). The exper-
imental "*C band shifts for ABs homo-oligomers are similar to those of the 2-
strand block, so we can suggest that each peptide contributes 2 strands to the
structure of the ABs homo-oligomers. Instead, the experimental “C band
shifts for AR+, homo-oligomers are located close to the 3-strand block (Paper
I, Fig. 9). However, we cannot exclude the 2-strand block because, when the
model structure has a small number of strands, the '*C band shifts for the 2-
strand block become smaller and closer to the experimental values. There-
fore we suggest that each peptide contributes at least 2 strands to the struc-
ture of the AP homo-oligomers.

Different infrared studies in the literature provided additional conclusions on
the "*C band positions. Matos et al."*! studied aggregates of labeled pyroglu-
tamylated AB;.4 with ABs,. Comparing the *C band shifts at 0.5 molar ratio,
we noted that their aggregates are different from our homo-oligomers and
hetero-oligomers. Their “C band shift seems to suggest a single strand as a
building block of the AB;4-APs oligomers. Moran et al.'** calculated a
larger C band shift than ours for amyloid fibrils of yD-crystallin. The rea-
son of this discrepancy can be found in their lower band positions, which re-
vealed a stronger interstrand coupling. Buchanan et al.,”® using an experi-
mental procedure similar to the one performed in our Paper, found a *C band
shift close to our 2-strand block model.

Our 2-strand block can be seen as a B-hairpin; the series of multiple B-hair-
pins is in agreement with the antiparallel structure of the oligomers from the
literature. Comparing the main band position of small antiparallel structures
(B-hairpin or 3-stranded sheet),'>"'** with our experimental values we can de-
duce that the possible structure of the oligomers is the antiparallel B-sheet or
B-barrel with at least 4 strands. Our conclusions on the structure and on the
2-strand block fit well with recent studies and suggested models.?!2%
128 Other models in literature that suggested the single strand as building
block'*!*° are not in agreement with the isotope effect seen in Papers I and
11

6.3 Paper 111

As anticipated in Section 4.2 of this thesis, there is still no agreement on the
optimal set of parameters for the TDM to describe TDC. Therefore, the aim
of Paper III is the optimization of the parameters used for the calculation of
the transition dipole coupling. In order to find the optimal set of parameters,
we decided to minimize the difference between the coupling constants from
TDC calculations and from DFT calculations.
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Our set of model structures was composed by 2 a-helices, 2 antiparallel -
sheets and 2 parallel B-sheets. Using the software Gaussian 09,'™ we per-
formed a geometry optimization and a frequency calculation for the model
structures. The BPWO1'"""'"* density functional and the 6-31G** basis set
were used for both types of calculations. The Hessian matrices were re-
trieved from the frequency calculation results using the carbonyl population
analysis as Hessian reconstruction method. The Hessian matrices were then
converted to F' matrices and then made symmetrical.

TDC calculations used coupling constants from the diagonal and the nearest
neighbor diagonals of the DFT F matrices; in this way, the TDC F matrices
only depended on TDC and not on other interactions. The optimized parame-
ters were the position of the TDM, the magnitude of the dipole derivative
and the 4 parameter, which is a parameter we introduced to describe the pro-
portionality between the hydrogen bond and the magnitude of the dipole de-
rivative. We also tested two different positions for the TDM, one suggested
by Moore and Krimm’® and one suggested by Chirgadze and Nevskaya.*

We performed two procedures of optimization. In the first one, we consid-
ered all the model structures together. We minimized the squared difference
between the DFT and the TDC F matrices (R value in Paper III, Tab. 1) for
each model structure. Because of the smaller number of coupling constants,
the squared difference for the three smaller structures was doubled. The opti-
mal parameters are shown in Paper III, Tab. 1; the best choice for the TDM
position is our optimized position or the position suggested by Chirgadze
and Nevskaya.” A good agreement is reached for the wavenumbers of the
normal modes between TDC and DFT calculations, but the strongest dipole
strengths are underestimated in TDC calculations for the largest model struc-
tures (Paper 111, Fig. 1). To verify that the underestimation was not a defi-
ciency of the TDC, we performed a calculation using DFT F matrices (Paper
I, Fig. 2) and the optimal TDM parameters for intensity calculations. The
behavior was the same, so we suggest that the calculations of the TDC F ma-
trix and the dipole strengths could be done with different sets of parameters.
A possible explanation for the underestimation of the strongest dipole
strengths can be an imperfect implementation of the hydrogen bonding ef-
fect. It is also possible that our optimization program focused on the strong-
est interactions, such as the interactions between close neighbors, where it is
known that TDC is not completely reliable.>>¢727378.79

Our optimized magnitude of the dipole derivative is smaller than the magni-
tudes calculated in literature,”*'*'"'** whereas the optimized angle is in agree-
ment with several studies.*>**!31:34135 The effect of the hydrogen bond on the
magnitude of the dipole derivative was already revealed in literature.**'?"13
In the second procedure of optimization, we minimized the squared differ-
ence between the DFT and TDC F matrices (R value in Paper III, Tab. 2) for
each secondary structure separately. Similarly to the first optimization proce-
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dure, the squared difference for the smaller structures was doubled. This op-
timization procedure was performed fixing the optimized position of the first
procedure. We found then the optimal set of parameters for each secondary
structure. The magnitude of the TDM and the A parameter were similar to
the values optimized in the first procedure, but the angle of the TDM was
different. The optimized angle of the TDM was also found to be different for
each secondary structure.

Using the optimal set of parameters for the calculation of TDC for each sec-
ondary structure, we successfully obtained a good agreement of the coupling
constants of the DFT F matrices, but a perfect matching was still not
reached. Our optimized angles for the secondary structures are in agreement
with the ranges of the angles suggested in literature,®’>!*! but they could not
be the real optimal parameters because they could have compensated the de-
ficiencies of the TDC model.

The accuracy of TDC is still debated and studied in litera-
ture, 3>307479ITLITI8 A particular choice of the set of parameters can lead to
underestimation or overestimation of specific interactions between the amide
groups. However, despite of being an approximation which does not include
multipoles and mechanical coupling, TDC can describe the amide I spectrum
well. It is known that different secondary structures can be described more
correctly by specific sets of parameters.* However, our suggestion is to use
our optimized set of parameters from the complete set of model structures
using the position suggested by this Paper or by Chirgadze and
Nevskaya.*? Even if the matching of the coupling constants is not perfect,
they can reproduce correctly the spectral shapes of the DFT IR spectra.

6.4 Paper IV

The aim of Paper IV was to study the amide I spectrum of parallel B-sheet
proteins by IR experiments and simulations. Typically, a small high
wavenumber band is considered a signature band for antiparallel B-sheets
(1680-1690 cm™) and it is not present in IR spectra of parallel B-sheets. This
conclusion was proven for experiments on proteins with antiparallel B-
sheets,”'* through calculations on antiparallel and parallel B-sheet-
§12:4465.1490 and experiments with site-specific labeling®'*!. However, this high
wavenumber band is a matter of controversy. A review showed that a high
wavenumber band was present in the spectrum of AP fibrils, suggesting that
fibrils have an antiparallel B-sheet arrangement;* this conclusion was lately
confuted, demonstrating the parallel B-sheet arrangement.*'®'** Furthermore,
other work studied some parallel B-sheets proteins that showed a high
wavenumber band in IR spectra.'*'**
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We decided to study two B-helix proteins (SV2 and Pent) using IR experi-
ments and simulations. The simulations included the local environment ef-
fect” and the hydrogen bonding effect (both intrapeptide and between pro-
tein and solvent through the SAS method);**'” the coupling constants were
obtained from DFT calculations for nearest neighbor interactions™ or calcu-
lated from TDC. The contribution of each amide group was then calculated
and collected according to the secondary structure of the residue containing
the carbonyl group.

The experimental and the simulated second derivatives of the IR absorbance
for SV2 and Pent are shown in Paper IV, Figs 2 and 3. For both of these pro-
teins, the simulated spectra present a good agreement on the band positions
with the experimental spectra. The component band at high wavenumbers
(1690 cm™) is clearly visible in both experimental and simulated second de-
rivatives of SV2 and Pent. The intensities of experimental and simulated sec-
ond derivatives are matched in the central region of the spectrum; in the
other spectral ranges of the amide I band (such as the range where is located
the high wavenumber band), simulations show higher intensities than experi-
ments.

The calculated residue contribution reveals the spectral range in which the
secondary structure categories contribute (Paper 1V, Figs 4 and 5). The con-
tributions in the region between 1695 and 1685 c¢m™, where the high
wavenumber band is located, reveal that the contribution of the p-sheets is
limited; all the other secondary structures contribute largely, in particular the
two types of bend in the analysis of SV2.

Therefore, our simulations correctly reproduced the experimental band posi-
tions in the second derivatives. Both the experimental and simulated second
derivatives confirmed the presence of the high wavenumber band. However,
after the residue contribution analysis, we can exclude the contribution of
parallel B-sheets to the high wavenumber band. The secondary structures
contribution to the amide I band are in accordance with previous stud-
ies, %4 in particular for B-sheets, bends and amide groups that cannot be
considered as B-sheets or a-helix.

We can conclude that the high wavenumber band is a hallmark of the an-
tiparallel B-sheets, but other secondary structures may contribute in the same
spectral range, such as in the case of SV2 and Pent. These proteins and other
B-helix proteins show other prominent bands outside the region of p-sheet
absorption. The presence of only two distinct bands, one in the main -sheet
region (lower than 1640 cm™) and one above (1680-1690 ¢cm™), is an evi-
dence for the presence of antiparallel B-sheets.
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7. Conclusions and outlook

The listed papers presented in this thesis showed the benefits of using simu-
lations in different aspects of IR spectroscopy. As summarized in Chapter 6,
our approach revealed a good agreement with experimental and with DFT
results. Even if in Paper I, II and III the calculations were performed on ideal
model structures instead of real protein structures, the conclusions based on
the simulations results were remarkable. However, even if the normal mode
analysis explained in this thesis provided important results, it is character-
ized by a few deficiencies.

As anticipated in Sections 4.2 and 6.3, TDC is an electrostatic interaction
that does not include higher multipoles and through-bond coupling. A more
complete description of the electrostatic interaction is provided by the transi-
tion charge model,” which assigns a point charge flow to each atom in the
amide group and calculates the interaction between the vibrating electric
field (generated by the vibration of the amide group) and the other amide
groups. This model has already been used in literature, but the expected im-
provement is not always reached.>>**7%7*3145 Through-bond coupling is still
not included in the description. However, the small contribution of the C-N
stretching vibration to the amide I band, which is the main reason for the me-
chanical coupling, makes TDC a good approximation of the interaction be-
tween the amide groups.

Another possible improvement can be pointed out in the calculation of the
effect of hydrogen bond. Recent studies performed by Torii suggested that
the shift is not correlated with the strength of the hydrogen bond, but with
geometrical properties.'**'*” Recently, we have been testing an implementa-
tion of a new method'” in our program: partial charges were assigned to
each atom in the amide group and the shift for each amide group is function
of the electric field generated by the atoms in the amide group and of the
electrostatic potential of the environment.

Furthermore, we have to consider that our calculations do not include dy-
namics, but they consider fixed, momentary geometries. Proteins, during dy-
namics, may have fluctuations and conformational changes in the structure
that can affect the F' matrix. A solution was implemented and used in Paper
II: statistical variations were added to the elements of the F ma-
trix.*»!1*>1*8 The diagonal elements were subjected to a random variation be-
tween -1% and 1% of their original value and the off-diagonal elements be-
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tween -10% and 10%. Another solution would be to make use of molecular
dynamics calculations and to analyze the conformational dynamics, averag-
ing spectra of snapshot structure.?*!%
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Sammanfattning (Summary in Swedish)

Infrarddspektroskopi ér en viktig teknik for att i strukturinformation genom
analys av absorptionsspektra. Den huvudsakliga anvéndningen av infrardd-
spektroskopi inom livsvetenskapen &r studien av amid I-bandet som é&r korre-
lerat med konformationen hos proteinryggraden och saledes med proteiner-
nas sekundérstruktur. Men bandtolkning och spektrumtydning é&r inte enkelt.
Pa grund av detta utvecklades flera simuleringsmetoder for att hjélpa tolk-
ningen av experimentella amid I-spektra. Ett exempel pa en metod anvind i
denna avhandling dr normalkoordinatanalysen som &r baserad pa en utvirde-
ring av den inneboende amid I-vibrationen hos amidgrupper och av interak-
tioner mellan dessa. Berdkningen tar hénsyn till flera effekter: Gvergéngsdi-
polmomentkoppling, ndrmaste grannars vixelverkan, effekten av den lokala
omgivningen och effekten av vétebindning. Genom normalmodanalysen é&r
det mdjligt att f4 det simulerade infrarddspektrumet och de enskilda amid-
gruppernas bidrag till ett visst spektralomrade.

Syftet med den hér avhandlingen och med de inkluderade publikationerna &r
att forklara metoden, forbéttra den och att visa pé dess potential. Simule-
ringsresultat jaimfordes med experimentella data for olika proteiner av intres-
se: amyloid-p oligomerer och B-helix proteiner. Simulerade och experimen-
tella infrarddspektra visade liknande absorptionsband. Simuleringarna ledde
ocksa till ytterligare slutsatser: de bekriftade en slumpmaéssig blandning av
amyloid-P peptider i oligomerer; de antydde att amyloid-p peptider bidrar
med minst tva strangar till oligomerstrukturen; de avsléjade att bandet vid
hoga végtal, som &r typisk for antiparallela B-flak, ocksa kan orsakas av and-
ra sekundirstrukturer, men inte av parallela B-flak. Dessutom, for att verifie-
ra och forbittra metodens noggrannhet, jamfordes simuleringsresultat ocksa
direkt med resultat fran tathetsfunktionalteori. Denna jaimforelse ledde till ett
forslag till en ny parameteruppsittning for simuleringarna.
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