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Abstract 

The Stroop effect is the delay in reaction times due to interference. Since the original experiments of 

1935, it has been used primarily in linguistic context. Language is a complex skill unique to humans, 

which involves a large part of the cerebral cortex and many subcortical regions. It is perceived primarily 

in auditory form (spoken) and secondarily in visual form (written), but it is also always perceived in 

representational form (natural sounds, images, smells, etc). Auditory signals are processed much faster 

than visual signals, and the language processing centres are closer to the primary auditory cortex than 

the primary visual cortex, but due to the integration of stimuli and the role of the executive functions, 

we are able to perceive both simultaneously and coherently. However, auditory signals are still 

processed faster, and this study focused on establishing how auditory and visual, linguistic and 

representational stimuli interact with each other and affect reaction times in four Stroop tasks with four 

archetypal mammals (dog, cat, mouse and pig): a written word against an image, a spoken word against 

an image, a written word against a natural sound and a spoken word against a natural sound. Four 

hypotheses were tested: in all tasks reaction times would be faster when the stimuli were congruent 

(Stroop Hypothesis); reaction times would be faster when both stimuli are auditory than when they are 

visual (Audiovisual Hypothesis); reaction times would be similar in the tasks where one stimulus is 

auditory and the other visual (Similarity Hypothesis); finally, reaction times would be slower when 

stimuli come from two sources than when they come from one source (Attention Hypothesis). Twelve 

native speakers of Swedish between the ages of 22 and 40 participated. The experiment took place in 

the EEG lab of the Linguistics Department of Stockholm University. The same researcher (the author) 

and equipment was used for all participants. The results confirmed the Stroop Hypothesis, did not 

confirm the Audiovisual and Similarity Hypothesis, and the results of the Attention Hypothesis were 

mixed. The somewhat controversial results were mostly attributed to a false initial assumption, namely 

that having two different auditory stimuli (one on each ear) was considered one source of stimuli, and 

possibly the poor quality of some natural sounds. With this additional consideration, the results seemed 

to be in accord with previous research. Future research could focus on more efficient ways to test the 

reaction times of Stroop tasks involving auditory and visual stimuli, as well as different populations, 

especially neurodiverse and bilingual populations.  
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1. Introduction 

Language is a communication skill unique to humans. Even though some argue that other 

species, such as dolphins and birds (Ferrer-i-Cancho et al, 2016; Prather et al, 2017) have shown 

that they possess some rudimentary language processing brain structures and behaviours, the 

way that language works in the human brain is unique. It involves specified areas (such as 

Broca’s and Wernicke’s), networking between various brain regions (Friederici & Gierhan, 

2013), and the cooperation of many cortical and subcortical structures and functions. Naturally, 

the primary auditory and/or visual cortices are heavily involved in perceiving linguistic - 

pragmatic and semantic - cues, since the eyes and ears are the sources of linguistic input for 

most individuals. Long-term semantic memory is crucial for lexical retrieval and (along with 

the primary motor cortex) the motor control in speech or signed language, but also for the 

associations between words and meanings (Christoffels et al, 2003). The amygdala and parts of 

the right temporal lobe (in right-handed individuals) are used for the emotional component of 

language, the understanding of meaning on a semantic, personal, interpersonal and social level 

(Buchanan et al, 2000; Pulvermüller & Schumann, 1994). And last, but not least, the prefrontal 

cortex, main residence of the executive functions in the human brain, is essential for regulating 

turn taking, keeping the linguistic content in the working memory, focusing one’s attention on 

the linguistic input, and inhibiting interference and inappropriate responses (Diamond, 2013).  

 

This study aims to shed some light in how these complex processes and connections between 

brain regions affect reaction times, and how taxing the various mechanisms at work are for the 

brain. Since language has both a visual and an auditory component (for the majority of the 

population), as well as a linguistic and a representational component, all four of these will be 

used in a series of Stroop tasks in the form of a written word, a spoken word, an image and a 

natural sound. Language is most often first acquired in an auditory form and after several years 

is sometimes learned in a written form, yet in the western societies both forms are used with 

equal frequency and have equal importance. Furthermore, language in the brain is not only a 

series of words, but also what these words represent at a semantic and emotional level. It is 

therefore important to try and understand which forms of linguistic representation are more 

dominant in the brain, and how much they interfere with one another, in an effort to better 

understand the complex mechanisms surrounding this unique skill.    

 

 

 

 

 

 

 

 
 



 

2. Background 

2.1 The Stroop Effect 

 

The Stroop effect is the delay in reaction times due to interference. In his original experiment 

in 1935, John Ridley Stroop used words that represented colours (red, green etc) written in ink 

of either the same or a different colour and asked his participants to name the colour of the ink 

as quickly as possible. Through this experiment, which gave the Stroop effect its name, he 

demonstrated that when the word and the colour of the ink matched, the participants’ reaction 

times were much faster than when they were different (Stroop, 1935). In other words, the 

linguistic representation of colour, when different from the actual colour, caused an 

interference which delayed the reaction times. 

 

Many experimenters in the fields of linguistics and psychology have since used Stroop tasks to 

discover if the same delay in reaction time can be observed in different circumstances and with 

different kinds of stimuli. Uwe Hentschel was the first to use combinations of pictures of objects 

and words that matched or did not match with the objects (Hentschel, 1973), which opened a 

new chapter in how Stroop tasks could be used, and later Rosinski verified the same results 

with regards to child development (Rosinski, 1977). Specifically, Rosinski demonstrated that 

when the distractor words belonged to the same category as the picture (e.g the word “banana” 

as a distractor for the image of a strawberry) more interference was caused than when the word 

was not semantically related to the image (e.g the word “car” as a distractor for the image of a 

strawberry), thus revealing that the Stroop effect is more prevalent when more levels of 

complexity are added, such as semantic relation. This created an avalanche of research using 

the Stroop effect in picture/word combinations, and still today Stroop tasks are used widely in 

research in the fields of psycholinguistics and cognitive neurosciences.  

 

However, the Stroop effect with auditory stimuli has not been equally researched. The 

experiments started with Hamers and Lambert (1972), in which the words “high” and “low” 

were spoken by high- and low-pitched voices, and the participants had to say whether the pitch 

was high or low. While the delay in reaction times was clearly demonstrated in that experiment, 

it was criticised for having no control condition with neither congruent nor incongruent stimuli. 

There was more research with auditory stimuli, such as using the words “left” and “right” to 

the left or right side of the participant (Pieters, 1981), or refinements and adaptations of 

Hamers’s experiment (Spapé & Hommel, 2008, Christensen et al, 2011), which have 

successfully demonstrated that the Stroop effect can indeed be observed in conditions where 

the stimuli are auditory. Furthermore, recently the effects of auditory Stroop tasks have been 

demonstrated with regards to semantic features of language, such as the tone of voice (Shin & 

Kim, 2019), where lonely participants reacted faster to threatening or angry voices than neutral 

or pleasant ones, demonstrating that the emotional component of language can affect 

interference as much as the pragmatic one. The Stroop effect in auditory form has also been 

observed in music (Grégoire et al, 2013), where participants with absolute pitch (the ability to 

identify pitch perfectly from memory, without currently perceiving it), compared the 

congruence of pitch and the linguistic stimuli that represents it in musical score. 

 

A more recent research (Malapetsa, 2020), which has been the steppingstone for the current 

one, used five different conditions, where visual and auditory stimuli were used, in order to 



 

figure out what causes more interference. More specifically, the five Stroop tasks were as 

follows: a) a written word matched against an image; b) a spoken word matched against an 

image; c) a written or spoken word matched against an image (the participant did not know 

whether the linguistic stimulus would be visual or auditory); d) a spoken word matched against 

an image, while a written word was also presented; e) a written word matched against an image, 

while a spoken word was also presented.  The study found that the delay in reaction times was 

the slowest in task d, when an image (representational stimulus) was presented against a spoken 

word (auditory linguistic stimulus), while a written word (visual linguistic stimulus) was used 

as an extra distractor. Furthermore, the reaction times when a spoken word was matched against 

an image (task b), were much slower than when a written word was matched against an image 

(task a). This study implied that when the attention is divided to more than one sources of 

stimuli (auditory and visual in this case), then this has a negative effect on reaction times, and 

is an indication that the executive functions (more thoroughly discussed in section 2.5) are 

burdened with the extra distractors. 
 

2.2 Perception and processing of simple and 

complex auditory stimuli 

 

In order to understand why reaction times are different when the stimuli presented are visual or 

auditory, and why it is important to understand the level of interference when stimuli come 

from different sources, we first need to address how the human brain perceives and processes 

them. Auditory and visual stimuli differ in all aspects; their nature, their receptive organs, their 

processing brain regions and how much conscious and unconscious effort is required in order 

to effectively react to them, all play a vital role in how fast they are processed. 

 

Auditory stimuli are soundwaves: changes in the pressure of air molecules that vary in 

frequency, amplitude and complexity, which are received by the outer ear and are subsequently 

transferred to the inner ear, the primary auditory cortex and the rest of the brain (Schacter et al, 

2015). Simple auditory stimuli, such as pure tones (e.g the sound of a tuning fork), take 

approximately 10 ms to be processed by the brain, from the moment that they are received by 

the outer ear (Keetels & Vroomen 2012).  

 

The perception and processing of a simple auditory stimulus begins the moment a sound reaches 

the eardrum at the end of the auditory canal in the outer ear. The middle ear amplifies and 

transmits the pressure waves to the inner ear and the cochlea, where the pitch, amplitude and 

(when the signal is not a simple one, such as a pure tone) complexity of that pressure wave are 

received by the hair cells and transformed to electrical signals. Those electrical signals travel 

through the auditory nerve to the brain, and are firstly received by the primary auditory cortex 

located in the temporal lobes (Schacter et al, 2015). This mechanical three-step process from 

the eardrum to the primary auditory cortex is all that it takes for a simple auditory stimulus to 

be perceived and processed by the human brain. 

 

However, most auditory signals are not simple. Especially when it comes to language, a lot 

more processes co-occur. In order to process something as simple as a familiar noun like cat, 

many brain regions are involved: the auditory stimulus goes from the primary auditory cortex 

to the posterior section of the superior temporal gyrus in the (most commonly) left hemisphere, 

a brain region referred to as Wernicke’s area, where the word is retrieved from the mental 



 

lexicon (Friederici & Gierhan, 2013). Furthermore, neighbouring words, like purr, pet, fur etc 

also get activated. The process bounces in the entirety of the brain, and involves the retrieval of 

a lot of relevant information, like images of cats, memories related to cats, emotions connected 

to cats, sensations of what a cat sounds like, looks like, or feels like to touch (Pulvermüller 

2001). It activates not only many brain regions, but potentially different brain regions 

depending on one’s experiences with felines. And these are only some of the processes involved 

when simple words are spoken with a neutral voice. The auditory language processing of 

natural speech is a lot more complex: complete sentences, fast speech, suprasegmental speech 

features such as tone and stress, all the prosodic features that give meaning and emotional 

substance to speech are as important as the semantic features (Meijer, 1996; Janse, 2004). 

Adding to that, due to the nature of sound as a continuous wave, it is more difficult to pinpoint 

the exact moment when an auditory signal is recognised as linguistic, and when the processing 

of a word or phrase begins, even though event-related potential such as the mismatch negativity 

or the semantic P-600 component, as recorded in electroencephalography experiments, give 

some indications about the brain’s reaction time to linguistic stimuli (Van Herten et al, 2005; 

Pulvermüller & Shtyrov, 2006). 

 

Even so, and keeping in mind that most of these complexities occur to any perceptual organ 

that receives linguistic input, be it auditory, visual or even tactile, the auditory signals, even the 

most complex ones, like speech or music, begin their processing with a relatively simple 

mechanical three-step reception, decoding and transference from the eardrum to the brain. 

2.3 Perception and processing of simple and 

complex visual stimuli 

 

Vision, on the other hand, is one of the most complex sensory systems of the human - and not 

only human - brain, some would even argue that it is the most complex one (Schacter et al, 

2015). Judging depth, shape, size and orientation of partially hidden objects, the colour under 

different kinds of light, these might all seem like simple and automated processes, but they are 

anything but. In fact they are so complicated that engineers in robotics and AI still struggle to 

make a computational system perceive moving and stationary scenes the way humans do - 

which is why CAPTCHA systems are used to effectively discern that the user is human - 

(George et al, 2017). Also, illusions involving vision, such as the Hermann Grid illusion, the 

Spinning Dancer, the Müller-Lyer illusion, or even the McGurk effect are amongst the most 

fascinating observed phenomena, some of which remain, as yet, unexplained or not fully 

explained (Schiller & Carvey 2005; Lucafò et al, 2016; Roberts et al, 2017; Magnotti & 

Beauchamp, 2017). 

 

Even the most simple visual stimulus, a black dot on a white screen, initiates a very intricate 

and complex chemical and mechanical process from the moment it hits the retina to the moment 

it is received by the primary visual cortex located in the occipital lobe (Schacter et al, 2015). 

Phototransduction, the process of transforming light to neural impulses, begins when the photo-

sensitive pigments in the rods and cones located in the fovea at the back of the eye receive a 

stimulus. Retinal proteins are released, which react to the size, shape, colour and orientation of 

the visual stimulus through the activation of inhibitory and stimulating cells (Lesca et al, 2018). 

The exact way these cells cooperate is still a mystery, with neuropsychologists forming one 

theory after another, and having none of them fully explain exactly how the inhibitory and 

stimulating cells work (Schacter et al, 2015). From the retina to the optic nerve, the rods, cones, 



 

bipolar cells and retinal ganglion cells exchange information and finally transduct light to neural 

impulse, a still not fully understood seven-step process is involved, after which the electrical 

signal travels all the way to the occipital lobe at the back of the head. It is not surprising that 

this process takes approximately 50 ms, five times as much as a simple auditory stimulus, for 

the visual stimulus to be finally processed (Keetels & Vroomen, 2012). 

 

One more source of delay when it comes to more complex, and especially linguistic, visual 

stimuli may occur due to the distance that needs to be covered from the occipital lobe to 

Wernicke’s area, which is also greater than the area that is covered when a linguistic stimulus 

is auditory. The brains of individuals born with a hearing impairment and whose first language 

is a signed language, very quickly adapt by using the regions meant for auditory processing in 

order to process visual linguistic stimuli (Finney et al, 2001). However, this can be an indication 

of the plasticity of the brain, since studies have also shown cortical changes in the brains of 

blind individuals (Gilber & Walsh, 2004), where the visual cortex is used for language 

processing, and not an indication that the distance between cortical regions can affect 

processing time(1). 

 

One more difference is that unlike auditory stimuli, visual stimuli (both linguistic and non-

linguistic), are abrupt, meaning that the moment the light hits the retina is the moment when 

processing begins. Even when reading longer texts, the eyes do not follow each letter, but 

instead move with saccadic motions, taking in several words at once (Irwin, 1998). After a 

visual stimulus has been recognised as linguistic, the same brain processes occur that were 

mentioned earlier concerning auditory linguistic stimuli. 

2.4 Integration of stimuli 

 

A natural question that follows the vast differences between the processing times of auditory 

and visual stimuli, is whether the human brain perceives the world as a complete and coherent 

whole or hears things before it sees them (and that’s without involving the processing speed of 

the other senses). Insofar as research goes, the answer to that question is yes. The brain does 

process auditory stimuli faster than visual and perceives the world as a concrete experience. 

The difference between the processing time and perception lies in consciousness and 

simultaneity.  

 

Series of experiments, as well as optoacoustic illusions such as the McGurk effect or 

ventriloquism, have demonstrated that the senses rely upon one another in order to verify the 

accuracy of their perceptions, especially when our attention is focused on both of them. In order 

to verify that visual and auditory stimuli come from the same source and pertain to the same 

experience, the human brain delays the conscious perception of the auditory stimulus, so that 

the visual stimulus will also be processed, and thus present a coherent and concrete experience 

(Wilbiks & Dyson, 2018; Parker & Robinson, 2018).  

 

 

 

 

 
(1) Even though it is a well-documented fact that intra-neuron signal transmission is linear, and brain signals go to the 

arms faster than the legs and vice versa due to neuron length, it is only an assumption of the author that the same 

principles may occur within the brain, and affect processing and reaction times.  



 

However, the auditory stimuli are still processed faster (Keetels & Vroomen, 2012), and studies 

have shown that our reaction times are also faster when presented with single simple auditory 

(beeps) vs simple visual (yellow box) stimuli (Shelton & Kumar, 2010). However, there have 

also been studies that demonstrate that in oddball paradigm types of experiments, when 

participants should respond to specific stimuli and ignore others, simple visual stimuli (vertical 

lines of different colour) can elicit faster reaction times than simple auditory stimuli (tone pips 

of different pitch), especially during physical exercise (Yagi et al, 1999). The answer to these 

apparent contradictions may well be explained if another brain function is taken under 

consideration: bottom-up versus top-down processing, and – more importantly – the role of the 

executive functions.  

2.5 Two-level processing: bottom-up and top-

down 

 

How the brain processes and responds to stimuli depends on two systems that work in parallel, 

and depend highly on each other. The first system, and the one that does the “bulk” of the work 

is the bottom-up processing. It is a mostly automated system that needs minimal resources and 

is responsible for quickly scanning and filtering stimuli, quickly responding to stimuli and 

making fast decisions. The second system, the one that makes the decisions of what is important 

to focus on, what needs to be done and how, which responses will be allowed, and which will 

be inhibited, is the top-down processing. It is a system that relies on the executive functions 

(see Sec. 2.6) and requires a lot of mental resources (Diamond, 2013). How this affects the 

paradox of a coherent perceptual experience despite differences in perception speed between 

the senses is “simple”: when the bottom-up processes are at work, stimuli are processed at their 

own speed, and we never consciously realise the discrepancy – or the stimuli; however, when 

top-down processes are at work, then the processing centres cooperate, consult with each other 

(and with many other cortical and subcortical regions) and provide us with a complete and 

coherent experience.  

 

As studies in multilingualism have shown, speaking or understanding a native language is an 

automated process: it takes (relatively) minimal effort to find the correct words, assemble them 

into grammatically and syntactically correct sentences, pronounce them using the appropriate 

phonemic inventory and perceive it accurately (Skeide & Friederici, 2016). However, learning 

a second language, especially at an older age, is a top-down process: it requires conscious effort 

to achieve all the things that come “naturally” when using one’s first language (Prichard & 

Atkins, 2018).  

 

A more appropriate example that can better explain the cooperation between the bottom-up and 

top-down processes, especially with regards to the perception of stimuli, is the cocktail party 

effect; in the noisy environment of a “cocktail party”, our ears inevitably fail to perceive all the 

simultaneous conversations that take place, but our attention is drawn like a magnet when we 

hear someone mentioning our name, or something of importance to us (Arons, 1992). That 

happens because the bottom-up processes take care of filtering out all the “noise” that is deemed 

unimportant, but once an important stimulus is located, it is immediately brought to the top-

down processes for further analysis.  

 

The same processes are behind our ability to both perceive the world as a coherent entity, (since 

we put mental effort to it, in order to consciously perceive it), and process some senses faster 



 

than others, (since the bulk of the processing takes place in a subconscious level, which we 

never need to pay attention to or address). However, that description barely scratches the 

surface. Top-down processing is arguably the most important ability of the human brain, since 

it underlies the work of our executive functions: working memory, inhibitory control, selective 

attention and cognitive flexibility. 

2.6 Executive functions 

 

At the heart of this study, as well as at the heart of the human consciousness, lie the executive 

functions, located primarily at the prefrontal cortex of the brain (Diamond, 2013). These 

functions allow us to see ourselves in the future, anticipate the consequences of our actions, set 

goals, inhibit impulsive responses, focus our attention, keep things in our working memory, and 

switch from task to task. From academic and work success to personal relationships and goals, 

there is not a single aspect of the human life that is not directly connected and influenced by 

the executive functions. In contrast, those same functions are not yet fully developed in 

adolescence, and are severely compromised by substance abuse, such as alcohol consumption, 

and there is a plethora of cautionary tales about both, especially when it comes to poor 

decisions… Also, injury at the prefrontal cortex, as the famous case of Phineas Gage portrays 

(Damasio et al, 1994), can lead not only to severely compromised executive functions, but to 

alteration of one’s personality altogether. This, in turn, brings up the question of whether it is 

our conscious decisions that ultimately make us who we are. However, this is a question best 

addressed by philosophy. 

 

Working memory is necessary in order to sustain important information relevant to the task at 

hand. This mechanism is at work when we internally repeat a phone number in order to call it, 

or when keeping track of a recipe while we are cooking. We may notice that our working 

memory is not really working when we forget what we were looking for the moment we enter 

a room, and it is especially compromised in people with ADHD, as well as older people 

(Diamond, 2013). When it comes to Stroop tasks, working memory is essential for maintaining 

the goal of the task in mind, as well as for keeping the compared stimuli in the foreground long 

enough to discern whether they are congruent or incongruent. 

 

Selective attention is what allows us to essentially focus on one thing while ignoring all other 

stimuli. Whether it is to read a book, listen to a person talk, watch a film or write an essay, 

selective attention is necessary in order to block disruptors and focus on the task at hand 

(Diamond, 2013). Again, it is simpler to notice its absence than its presence, and that happens 

when our thoughts wander away, and we reach the end of a paragraph while wondering what it 

was we just read. On the polar opposite of that behaviour, we can sometimes focus so much 

that we effectively ignore even vital stimuli, such as feeling hungry or sleepy. When it comes 

to Stroop tasks, selective attention is necessary in order to be able to focus on the stimuli and 

task at hand instead of all other possible stimuli (such as random thoughts, a reflection on the 

screen, a whiff of scent etc). 

 

Inhibitory control is a delicate balance between what we perceive/do not perceive and what we 

do/do not do. It is impossible for the human brain to consciously perceive all surrounding 

stimuli at once; in order to be able to perceive the most important one, the rest need to be 

inhibited, which most of the times happens without us even noticing, since it is a part of the 

bottom-up processes (Diamond, 2013). However, when it comes to responding to stimuli, then 

inhibitory control plays a more vital role, and taps heavily in the executive functions: in order 



 

to correctly respond to a stimulus, all other possible responses need to be inhibited. This task 

becomes a lot harder in the face of interference: it is harder to stick on a diet when a delicious 

cake is on the table; it is harder to focus on that lecture when the sun is shining outside; and - 

relevant to the current study - it is harder to correctly respond to a stimulus, when a 

contradictory stimulus is also present. 

 

The executive functions also play a key role in how we integrate stimuli: when our attention is 

focused on a complex scene that involves more than one senses, such as a person talking to us, 

or – more shockingly – the visuotactile rubber hand illusion (Tsakiris & Haggard, 2005), then 

the sensory systems involved check with one another that their inputs match before delivering 

a coherent, conscious experience, while, at the same time, inhibiting irrelevant stimuli. This 

means that the “faster” senses wait for the “slower” senses to catch up before delivering the 

whole perceptual experience; also that, very much like humans themselves, they will fall prey 

to conformity when their inputs are incongruent, thus creating interesting illusory experiences, 

such as the McGurk effect. 

 

Dividing the executive functions into subsystems has been a subject of many debates and 

disagreements between cognitive psychologists for half a century and more (Diamond, 2013). 

The bottom line is that the relationship between them is complex, and one relies heavily on the 

others; when one is not functioning properly, the rest are also affected to a lesser or greater 

degree. What is certain is that the executive functions lie at the centre of human consciousness 

and decision making - also at the centre of this study. 

 

To begin with, the Stroop effect itself is the delay in reaction times due to interference, which 

means that the extra effort of inhibitory control and accurate response to stimuli is really what 

causes the effect in the first place. To make things more challenging, this study uses multiple 

sources of stimuli (auditory and visual), which divides the attention of the participants, thus 

tapping even more on the executive functions and causing more delay. Furthermore, the study 

uses combinations of different kinds of stimuli (linguistic-representational), which may put an 

additional load on the executive functions. Finally, the role of the working memory is vital (as 

it is during the performance of any task in life): in order for the participants to be able to 

correctly perform the tasks given, they need to keep the directions of each different task in their 

working memory until its completion.  
 

 
 
Figure 1: a representation of the brain with very generic locations of the relevant areas presented in the 
previous sections 



 

3. The current study 

The purpose of the current study is to examine how reaction times are affected by various 

combinations of linguistic and representational, visual and auditory stimuli in a series of Stroop 

tasks. In a previous study (Malapetsa, 2020), results showed that reaction times were slower 

when participants had to compare an image (visual representational stimulus) to a spoken word 

(auditory linguistic stimulus), than when they had to compare an image to a written word (visual 

linguistic stimulus). These results caused the question of how reaction times would be affected 

if another element were added, namely if a natural sound (auditory representational stimulus) 

or an image were to be compared against either a written or a spoken word. Additionally, and 

in relation to information given in section 2.5, how taxing will it be for the executive functions 

if the stimuli come from the same source (both auditory, or both visual) than if the attention of 

the participant needs to be divided to two sources of input (one auditory and one visual). 

  

The stimuli used for this study are four archetypal animals (cat, dog, mouse and pig) in four 

different forms: as written words, as spoken words, as images and as natural sounds. The 

animals were selected for their familiarity, their distinct images and natural sounds, as well as 

for the properties the words have in Swedish (katt, hund, mus, gris): namely, the words begin 

with distinctly different consonants, giving them maximal contrast in visual and auditory form, 

and they are monosyllabic, which means that the duration of the auditory signal can be virtually 

the same. The written words are also visually distinct, with similar size (the difference of one 

letter in mus is practically eliminated, since the eyes can take in up to 11 normal-sized characters 

at once). 

 

Four Stroop tasks will examine how various combinations of the stimuli will affect reaction 

times: 

 

The first task is the Visual Task. The participants 

are presented with the image of an animal and a 

written word in Swedish representing an animal, and 

are asked to answer whether the stimuli are 

congruent or not (Figure 2). This task examines 

reaction times with two visual stimuli, one 

representational and the other linguistic.  

 

The second task is the Auditory Task. The 

participants are presented with the natural sound an 

animal produces (in their non-dominant ear, which 

is the left ear for right-handed individuals) and a 

spoken word in Swedish representing an animal (in 

their dominant ear, which is the opposite), and are 

asked to answer whether the stimuli are congruent or 

not (Figure 3). This task examines reaction times 

with two auditory stimuli, one representational and 

the other linguistic. 

 
Figure 2: a representation of the Visual task (image of an animal and written word) 



 

 
Figure 3: a representation of the Audio task (natural sound of an animal and heard word) 

 

 

The third task is the Picture-

Voice Task. The participants are 

presented with the image of an 

animal and a spoken word in 

Swedish representing an animal 

(binaurally), and are asked to 

answer whether the stimuli are 

congruent or not (Figure 4). This 

task examines reaction times 

when one stimulus is visual and 

representational, while the other 

is auditory and linguistic. 
  

Figure 4: a representation of the Picture Voice Task (image of an animal and heard word) 
 

The fourth task is the Sound-Word Task. The participants are presented with the natural sound 

an animal produces (binaurally) and a written Swedish word representing an animal, and are 

asked whether the stimuli are congruent or not (Figure 5). This task examines reaction times 

when one stimulus is auditory and representational, while the other is visual and linguistic. 

Table 1 sums up all the tasks and kinds of stimuli for a more concrete image of the experiment.  

 
Figure 5: a representation of the Sound Word Task (natural sound of an animal and written word) 

 

As stated earlier, the relationship between the senses is complex, and so is the way that language 

functions in the brain. This study aims to shed some light in how this complexity affects reaction 

times, and find how taxing the various mechanisms at work are for the brain. Language is, for 

the majority of the population, first acquired in an auditory form, and several years after that it 

is learned in a written form (and not by everyone). Furthermore, language in the brain is not 

only a series of words, but what these words represent, like images, sounds and emotional 

associations. It is therefore important to try and untangle which parts of language and which 

parts of sensory input mostly affect one another, in order to better understand these complex 

relationships.  



 

 
Table 1: a summary of all the tasks and types of stimuli on each task  

 

Task Linguistic Stimulus Representational Stimulus 

Visual Task Written word Image 
Auditory Task Spoken word Natural sound 
Picture-Voice Task Spoken word Image 
Sound-Word Task Written word Natural sound 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

4. The hypotheses 

Four hypotheses are examined in this study: 

 

• The Stroop Hypothesis: in all four tasks the reaction times will be slower when the 

stimuli disagree and faster when they agree. This is the fundamental hypothesis, since 

the Stroop effect is at the heart of this study and has been observed in all previous 

studies, regardless of source of stimuli. 

 

• The Audiovisual Hypothesis: reaction times will be faster in the Auditory Task and 

slower in the Visual Task. Since in both cases there will be only one source of stimuli, 

it is hypothesised that the auditory stimuli will be processed faster than the visual 

stimuli. This is based on both the processing speed of the auditory stimuli and the 

smaller distance between the primary auditory cortex and the language processing 

centres. Furthermore, it is based on the fact that language is acquired primarily in an 

auditory and representational form and much later in a written form. 

 

• The Similarity Hypothesis: reaction times will not significantly differ between the 

Picture-Voice Task and the Sound-Word Task. This hypothesis is based on the 

similarity between the two tasks, since both have two sources of stimuli (visual and 

auditory) and two kinds of stimuli (representational and linguistic). Since both senses 

are involved, then neither will supersede the other, and the reaction times will be not 

significantly different. 

 

• The Attention Hypothesis: reaction times will be slower in the Picture-Voice and 

Sound-Word Tasks than in either the Auditory or the Visual Task. This hypothesis 

stems from the results of the previous study done on the subject (Malapetsa, 2020), 

which showed that when stimuli come from more than one source, reaction times are 

significantly slower. This hypothesis aims to reinforce that dividing attention to multiple 

sources of stimuli is heavily taxing on the executive functions and causes significant 

delay in reaction times. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

5. Method 

5.1 Participants 

 

Twelve right-handed native speakers of Swedish participated in this study, ages 22-40 

(mean=32.33, st.d=4.92), of which eight were male and four were female. The participants read 

a short informative document called “Participant Information” (Appendix A), before 

completing a short questionnaire on Google Forms with information relevant to the study (age, 

sex, handedness, native tongue, existence of any linguistic disability, existence of any hearing 

or visual disability that is not corrected for). None of the participants reported any linguistic, 

visual or hearing disability, except one who reported slight tinnitus, which was deemed not 

grave enough for this study. Participant selection was of convenience, and included people from 

several educational levels and different occupations (although all had completed high-school 

education, and most had university degrees). The participants consented through ticking “yes” 

to the question I have read the “Participant Information” document, and I consent to becoming 

participant for this study. No compensation was offered. 

5.2 Material 

 

The images used were those of four archetypal animals (cat, dog, mouse and pig), seen as black 

shapes against light background (examples in Figures 1-5). Two different images were used per 

animal. All files were of similar size (less than 50 KB), in order to prevent differences in onset 

times due to loading. The auditory stimuli (the words katt, hund, mus, gris) were recorded in a 

sound-proof home studio by a male native speaker of Swedish and then manipulated using 

Audacity version 2.3.3 in order to have the exact same duration (0.5 sec), as well as similar 

pitch and volume. The natural sounds of animals were also manipulated using Audacity in order 

to have the exact same duration (0.5 sec), and the pitch and volume were adjusted so that they 

would match those of the spoken words.  

 

The experiment was put together using PsychoPy3. The linguistic visual stimuli (the words katt, 

hund, mus, gris) were delivered in the middle of the screen, in red, small letters, in Arial font, 

letter height 0.1 (the default letter height used in PsychoPy3). The presentation time of the 

images was 2 sec; the written words, when presented alongside a visual stimulus, had a duration 

time of 1sec. When presented alongside an auditory stimulus, the duration time matched that of 

the auditory stimulus (0.5 sec). The reason for this difference in duration was an effort to 

stimulate a sense of urgency and elicit a faster reaction. The onset of all stimuli (image, written 

word, heard word, natural sound) was the same. Each repetition was preceded by a grey screen 

and silence that lasted 0.1 sec to indicate the change. The stimuli were randomised, but the same 

ratio of agreement/disagreement condition – that is, whether the two stimuli matched or not – 

was held constant for each task at 50% each. In total, each task included 96 repetitions. Before 

each task, specific directions were given as per the goal of the task and the keys that would be 

used for it, as well as a short trial (24 repetitions). After each task there was a break, which the 

participants would end of their own volition by pressing space. 

 

Here follows the text of directions for the Visual task as an example of how directions were 

given before each task: 



 

 

“In this task you will be presented with the image of an animal and a Swedish written word 

representing an animal. 

Press the right arrow button if the word matches the image and the left arrow button if it does 

not. 

Be as fast and as accurate as possible. 

A short trial will precede the task. 

Press space to continue.”   

 

The experiment took place in the EEG laboratory of the Linguistics Department of Stockholm 

University, in a room with minimal visual and auditory distractors. The stimuli were presented 

using an ASUS VivoBook laptop and SONY WH-1000XM2 wireless noise-cancelling 

headphones. A black sleep mask was used as a blindfold to prevent any visual distractors during 

the Auditory task. The screen contrast was set to 75% and the sound volume to 60%, so that 

both sound and image would be clear and comfortable. 

5.3 Procedure 

 

Because of extenuating circumstances (this experiment took place during the COVID-19 

pandemic), the participants were requested to wash their face and hands before the experiment. 

Furthermore, all surfaces and  equipment were cleaned and disinfected before and after each 

participant used them, and there was never more than one participant in the lab. Additionally, 

there was at least a 10-15-minute break between participants, during which the lab door was 

open. 

 

After the information and consent process that is described in section 5.1, the participants were 

given again a brief description of the tasks they were about to perform, as well as an indication 

of the keys they were going to use during the procedure, and were  left alone in the room to 

complete the tasks. All participants were asked whether they felt comfortable using a blindfold, 

or if they preferred to simply close their eyes during the Auditory task, since the experiment 

room was dimly lit with no possible light distractors. If they preferred the blindfold, the 

researcher assisted them during the Auditory task, otherwise they were left completely alone 

in the room until the completion of the experiment. 

 

After the last task was completed, the participants were asked for feedback, comments on which 

of the tasks they found easier or most taxing and why; they were also given a debriefing about 

what the research aims were.  

5.4 Statistical Analysis 

 

At the beginning of the analysis, all reaction times below 0.1 sec and above 2 sec were discarded 

(the former because it is virtually impossible to respond to a stimulus that has not been 

processed by the brain yet, and the latter because after 2 seconds all stimuli had ceased), and 

the mean value, standard deviation, kurtosis and skewness for each participant, task and 

condition were calculated using Microsoft Excel, Office 16 version.  

 



 

The Stroop hypothesis was tested using four two-tailed dependent t-tests in Microsoft Excel. 

The Audiovisual hypothesis was tested using one two-tailed dependent t-test. The Similarity 

hypothesis was tested using one two-tailed dependent t-test. The Attention hypothesis was 

tested using an one-way dependent ANOVA and two two-tailed dependent t-tests in Microsoft 

Excel. In order to calculate effect size, Cohen d was used for every t-test. The critical α was 

corrected using the Bonferroni correction, thus becoming α=0.007 instead of α=0.05. No 

additional post-hoc test was run. 

5.5 Confounder Control 

 

In order to minimise the differences between the auditory and visual stimuli duration, the words 

that were used were all monosyllabic, and the duration of all auditory stimuli (spoken words 

and natural sounds) were 0.5 sec. In order to maximise the perceptual contrast between them 

and ensure that the processing time of the auditory stimulus could begin as early as possible, 

the words that were used began with distinctly different consonants. The animals were selected 

because they fulfilled those requirements, and were also very common, archetypal and familiar 

mammals. 

 

In order to increase internal validity and ascertain that the environment would be as consistent 

as possible for all participants, the same equipment, space and researcher (the author) were used 

for all participants. Furthermore, during the analysis phase, all reaction times below 0.1 sec 

were discarded, thus eliminating responses that would have preceded the actual presentation of 

the stimuli (as mentioned above, all stimuli were presented simultaneously with a 0.1 sec onset 

time), and all reaction times above 2 sec were also discarded, thus eliminating responses given 

after all stimuli had ceased. 
 

In order to minimise the training effect, 12 different sequences of tasks were used, and each 

participant was assigned to a random and unique task sequence. 24 different sequences were 

created (4!=24), so that all possible combinations of sequences would be available. Ideally, 

there would have been 24 participants, thus eliminating the training effect altogether, but since 

that was not possible, the next best option was for each participant to be randomly assigned to 

a different task sequence.   
 

 

 

 

 

 

 

 

 



 

6. Results 

6.1 Stroop Hypothesis 

 

Four two-tailed dependent t-tests were conducted, and all(1) showed statistical significance: 1) 

for the Visual task, the results were t11= -3.329 (p=0.007), with effect size 0.625 and confidence 

interval of the difference between 0.002 and 0.17; 2) for the Picture-Voice task, the results 

were t11= -3.824 (p=0.003), with effect size 0.62 and confidence interval of the difference 

between 0.01 and 0.122; 3) for the Sound-Word task, the results were t11= -3.359 (p=0.006), 

with effect size 0.323 and confidence interval of the difference between 0.002 and 0.094; for 

the Auditory task, the results were t11= -3.159 (p=0.009), with effect size 0.54 and confidence 

interval of the difference between -0.001 and 0.137. Skewness remained within acceptable 

limits (between -0.006 and 0.590) in all tasks and conditions, except the Auditory task and 

Agreement condition, where skewness exceeded 1.00 (1.405). Figure 6 shows the reaction 

times between agreement (Yes) and disagreement (No) within each of the tasks. Table 2 gives 

a more concrete image of the difference between agreement (Yes) and disagreement (No) 

reaction times within each of the tasks. 

 

 

 
 
Figure 6: box plot for Stroop hypothesis. Note that the areas where no values were observed (below 
0.6 sec and above 1.8 sec) are not included in the chart. 
 

(1) Due to the change of the critical α to 0.007, the Auditory task appears not to have significant results; however, the 

difference is small enough (0.002) that – taking also under consideration the outlier at the Yes condition, as well as 

the very conservative nature of the Bonferroni correction – discarding the results as insignificant would pose a risk 

for a Type II error. 



 

Table 2: Mean values and mean difference between agreement (yes) and disagreement (no) reaction 
times within each task 

 Yes Mean (sec) No Mean (sec) Difference Mean (sec) 

Visual 0.949  1.035  0.086 

Picture-Voice 1.054  1.120  0.066 

Sound-Word 1.202  1.250  0.048 

Auditory 1.378  1.445  0.067 

6.2 Audiovisual Hypothesis 

 

One two-tailed dependent t-test was conducted on the mean values, which did show statistical 

significance, but the other way around. That is to say, the hypothesis was that the reaction times 

for the Auditory task would be slower than the reaction times for the Visual task, but what the 

results actually showed was that the reaction times were significantly faster during the Visual 

task (t11=-11.925, p<0.001). Skewness remained within acceptable limits (between 0.502 and 

0.707). Effect size was 3.539 and confidence interval of the difference was between 0.309 and 

0.529. Figure 7 shows the differences in reaction times between the two tasks; the slowest 

reaction time during the Visual task was still faster than the fastest reaction time during the 

Auditory task. 

 

 

 
 

Figure 7: box plot for Audiovisual Hypothesis. Note that the areas where no values were observed 
(below 0.8 sec and above 1.7 sec) are not included in the chart. 

 

 



 

6.3 Similarity Hypothesis 

 

One two-tailed t-test was conducted on the mean values, which, contrary to the hypothesis, did 

show significant results; that is to say, the reaction times during the Sound-word task were not 

similar to the reaction times during the Picture-Voice task. More specifically, the reaction times 

were significantly faster during the Picture-Voice task (t11=-6.859, p<0.001). Skewness 

remained within acceptable limits (between -0.022 and 0.196). Effect size was 1.162 and 

confidence interval of the difference was between 0.075 and 0.203. Figure 8 shows the reaction 

times between the two tasks; note that the variation and standard deviation in the Sound-Word 

task were markedly larger. 

 

 
 

 
Figure 8: box plot for Similarity Hypothesis. Note that the areas where no values were observed (below 
0.8 sec and above 1.6 sec) are not included in the chart. 

6.4 Attention Hypothesis 

 

Initially, an one-way dependent ANOVA was run on the mean values to test the Attention 

Hypothesis. However, due to the unexpected results in both the Auditory task and the 

Similarity Hypothesis, the results of the ANOVA, which show significance at the p<0.001 

level as depicted in Table 3, do not actually reflect what the Attention Hypothesis wanted to 

test, which was that the Picture-Voice task and the Sound-Word task would be slower than 

both the Visual and the Auditory tasks. The box plot in Figure 9 shows that this was not the 

case, since it was the Auditory task where the slower reaction times occurred. 
 
 



 

Table 3: the summary and analysis of the ANOVA  

 

SUMMARY   
 

    

Groups Count Sum  Average Variance   

Visual Task 12 11.889  0.991 0.016   

Picture-Voice Task 12 13.037  1.086 0.010   

Sound-Word Task 12 14.710  1.226 0.021   

Auditory Task 12 16.912  1.409 0.014   

   
 

    

   
 

    

ANOVA   
 

    

Source of Variation SS df  MS F P-value η2 

Between Groups 1.191 3  0.397 25.600 0.000 8.228 

Residual 0.145 33  0.004    

   
 

    

Total 1.873            
 
 
 

 
 
Figure 9: box plot for Attention Hypothesis. Note that the areas where no values were observed (below 
0.7 sec and above 1.7 sec) are not included in the chart. 
 

Since it is clearly demonstrated that the Auditory task has by no means the fastest reaction 

times – quite the contrary –, it was then left to be tested whether the differences in reaction 

times observed between the Visual and Picture Voice tasks, as well as between the Visual and 

Sound-Word tasks were statistically significant. Two two-tailed t-tests were conducted, which 

both showed statistical significance; the results for the former were t11=-5.829 (p<0.001), with 



 

effect size 0.86; the results for the latter were t11=-13.014 (p<0.001), with effect size 1.783. We 

can conclude, therefore, that the Attention Hypothesis showed partially significant results. 

6.5 Discarded Data and Wrong Answers 

 

Although not part of the hypotheses, it is still interesting to also have a look at the data that was 

discarded for preceding 0.1 sec or exceeding 2.0 sec (the former occurred in only one instance), 

as well as the percentage of wrong answers for each task (which was calculated after discarding 

too fast and too slow data). The reasoning for including this data in the results is that they may 

be further indications of the difficulty of each task and how taxing it was for the participants. 

Table 4 shows the percentage of the discarded data as well as the percentage of wrong answers 

for every task. 

 
Table 4: percentages of discarded data and wrong answers for each task 
 

 Discarded Data Wrong Answers 

Visual Task 4.95% 3.71% 

Picture-Voice Task 4.60% 3.64% 

Sound-Word Task 7.38% 5.54% 

Auditory Task 14.39% 8.88% 

 

 

So it can be concluded that not only did the Sound-Word and Auditory tasks have the slowest 

reaction times, but also the most discarded data as well as the most wrong answers, which 

implies that indeed those tasks were the hardest to perform for the participants. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

7. Discussion 

7.1 Results Discussion 

 

The results showed that the Stroop effect was present in all four tasks, thus confirming the 

Stroop Hypothesis. However, the reaction times during the Auditory task were significantly 

slower than during the Visual task, which goes against the Audiovisual Hypothesis. 

Furthermore, the reaction times were significantly different during the Picture-Voice and 

Sound-Word tasks (the latter showing slower reaction times than the former), which goes 

against the Similarity Hypothesis. Finally, the Picture-Voice and Sound-Word tasks showed 

significantly slower reaction times than the Visual task, but faster than the Auditory task, 

which partially confirms the Attention Hypothesis. 

7.1.1 Stroop Hypothesis 

During all four of the tasks, the reaction times were significantly slower when the stimuli were 

incongruent. This confirms the Stroop Effect, and is in accordance with previous studies that 

used visual (Hentschel, 1973), and auditory (Pieters, 1981) stimuli. However, a closer look at 

the effect size in the various tasks gives a more detailed image: specifically, that the difference 

in reaction times was greater during the Visual task (0.086 sec), it was smaller during the 

Sound-Word task (0.048 sec), and about the same (and in the middle) during the Auditory and 

Picture-Voice tasks (0.067 and 0.066 sec accordingly).  

 

In other words, when both of the stimuli were visual, it took even less time for the brain to 

conclude that they were congruent, but even more time to conclude that they were not, in 

comparison to the difference time between congruence and incongruence in the other tasks. 

This may be – tentatively and with hesitation – attributed to the greater distance that needs to 

be covered from the primary visual cortex in the occipital lobe to Wernicke’s area in the left 

(since all the participants were right-handed) superior temporal gyrus, the area where lexical 

retrieval takes place (Friederici & Gierhan, 2013). Specifically, when the brain needs to verify 

if the stimuli are indeed incongruent, this extra distance could cause the larger delay in reaction 

times. 

 

This seems to be reinforced by the similarity in the difference during the Auditory and Picture-

Voice tasks, especially when one looks at how different overall reaction times the two tests had, 

with mean values of 1.392 sec and 1.091 sec accordingly. Despite the overall difference in the 

mean values of the two tasks, the size of the Stroop effect was almost identical (0.067 and 0.066 

sec accordingly). These were the two tasks where the linguistic stimulus was auditory (a spoken 

word). It is therefore plausible that this is the reason why it takes a similar amount of time to 

ascertain that the stimuli are congruent or not, and why it takes less times to point out the 

incongruence. 

 

Then why is the Stroop effect so “weak” during the Sound-Word task? Maybe part of the 

answer to that question lies in the fact that the slowest overall reaction times occurred when the 

representational stimulus was auditory (Sound-Word and Auditory tasks). It is possible that 

it’s not about how fast the reaction is when the stimuli are incongruent, but how slow it is when 

they are congruent. That is, that this specific combination (visual linguistic stimulus and 

auditory representational stimulus) is so taxing for the brain overall, that the difference between 



 

congruence and incongruence is substantially diminished. Furthermore, as will be more fully 

explained in section 7.1.3, the quality of the natural sounds, as well as the familiarity of the 

participants with some of those natural sounds, could have caused and overall delay to the 

reaction times in the tasks where they were involved. 

7.1.2 Audiovisual Hypothesis 

As was clearly demonstrated, the overall reaction times during the Auditory and Visual tasks 

were exactly the opposite than the Audiovisual Hypothesis had claimed they would be. Now 

this question needs to be addressed: why did such a reverse result occur contrary to evidence 

about the processing time of visual and auditory stimuli (Keetels & Vroomen, 2012), as well as 

the processing of representational and linguistic stimuli (Friederici & Gierhan, 2013)? 

 

An answer to that question might lie in a “detail” that was overlooked: namely that having two 

different auditory inputs can by no means considered as one source of stimuli. Quite the 

contrary: not only are the sources of stimuli two (each ear), but each of them receives a totally 

different stimulus, when, in nature, both ears receive more or less the same stimuli. This 

division of attention to two incongruent stimuli can be exceedingly cumbersome for the 

executive functions (Diamond, 2013), and could explain why the reaction times were so much 

slower during the Auditory task. Furthermore, it is unknown if the blindfold (or closing of the 

eyes) caused some uncertainty as to the location of the appropriate keys, which in turn could 

have affected the reaction times during that task.  

 

However, another mechanism might be at work. In section 2.4 two experiments were presented 

(Shelton & Kumar, 2010. Yagi et al, 1999) that appeared to show contradictory reaction times 

when it came to reaction times to simple auditory and visual stimuli. Specifically, in the former 

case, reaction times were faster during the presentation of auditory stimuli, when in the latter 

the opposite pattern occurred. One of the differences between these studies (which may relevant 

to the results of the current one) was that the mental effort required in the former was minimal 

(participants would press space when they perceived a stimulus), while in the latter was 

significant (participants would press a button when they perceived a specific stimulus and 

would not press it if they perceived any other stimuli). Could that mean that an altogether 

different processing pattern occurs when the executive functions are more heavily involved, 

which favours the processing speed and reaction to visual stimuli? If this is the case, then results 

such as this study’s are to be expected in similar experiments. Therefore, more research is 

needed to determine if such an even more complex relationship exists between cortical regions.     

 

Since ears cannot differentiate between stimuli the way eyes do (a word and an image can be 

perceived simultaneously as two distinct visual stimuli, in a way that a voice and a natural sound 

cannot), how is further research to be addressed in a way that would be more “fair”? Either by 

giving different stimuli to each eye, thus levelling the field, or – maybe more effectively – by 

using different equivalents of auditory and visual stimuli, such as combinations of the words 

“right” and “left” to the right or the left of the visual field, or the spoken words “right” and 

“left” to the right or left ear and comparing the results. Alternatively – and using the Stroop 

effect a little more loosely – the participants can be asked to keep the word “cat” in their 

working memory and determine whether a visual (written word) or auditory (spoken word) 

stimulus is or is not a cat. More on that subject in section 7.3. 



 

7.1.3 Similarity Hypothesis 

Arguably the most surprising results were those in the Similarity Hypothesis, where the two 

tasks with a mix of auditory and visual stimuli had significantly different reaction times. 

Specifically, reaction times were significantly slower, with an effect size of 1.162, during the 

Sound-Word task. Not only that, but a more careful look at the box plot in Figure 6 shows also 

a much larger variation during that task. 

 

Unlike the Audiovisual Hypothesis, here the auditory stimuli were binaural, and the conditions 

were “equal”: in both tasks there was a visual and an auditory stimulus, in both tasks there was 

a linguistic and a representational stimulus. So, what was it that created that difference in 

reaction times? 

 

One possible explanation is the familiarity of the auditory representational stimuli. While 

participants were very used to hearing cats meowing and dogs barking, it is possible that in the 

urban environment of Stockholm there are not many opportunities to familiarise oneself with 

the natural sounds produced by mice and pigs. However, the images of pigs and mice are much 

more readily available in books, stories, cartoons etc. Indeed, one participant actually 

commented that they were not sure that pigs sounded like that – or what they sounded like at 

all. In order to be actually able to lean in this explanation, though, we would need to analyse 

the reaction times when the stimulus was a cat/dog and when it was a mouse/pig – which was 

not done.  

 

Another possible explanation could be the quality of the natural sounds. Even though an effort 

was made to find and select the “best” freely available sounds, the selection pool for mice and 

pigs was limited and the quality may have been compromised. Some more evidence supporting 

this stems from a look at the discarded data; when auditory representational stimuli were 

involved (namely in the Sound-Word and Auditory tasks), there were more wrong answers 

and more discarded data. Looking at the box plot of Figure 8, one can also observe that reaction 

times are faster when the representational stimulus is visual (in the Picture-Voice and Visual 

tasks) than when it is auditory (as in the Sound-Word and Auditory tasks), which further 

indicates that the natural sounds were either unfamiliar or poorly selected. 

 

Further experimentation is required to eliminate such factors, in order to better test this 

hypothesis and find out the most possible cause for this difference. More on that in sections 7.2 

and 7.3. 

7.1.4 Attention Hypothesis 

Taking under consideration the possible explanations about the results of the Audiovisual 

Hypothesis in section 7.1.2, the results of the Attention Hypothesis seem to be in accord with 

previous research (Malapetsa, 2020) More specifically, reaction times were slower when 

stimuli came from more than one source, which can be explained by how much more taxing it 

is for the brain when the executive functions are overloaded with selective attention being 

divided to more than one sources (Diamond, 2013). 

 

During the Visual task (which was actually the only condition where stimuli came from one 

source), the top-down processing executive functions had to spend mental resources on 

selectively attending to fewer information than in any other task, and this is reflected on the 

overall faster reaction times. Even the results of the Audiovisual Hypothesis seem to actually 

reinforce the results of the Attention Hypothesis: during the Auditory task, attention was not 



 

only divided to two sources, but the executive functions were further burdened by having to 

deal with incongruent stimuli; when the input of one ear was compared with the input of the 

other in order for the stimuli to be integrated in a unified experience (as happens in normal, 

everyday hearing), the input coming from the other ear was altogether different. This resulted 

in reaction times that were overall much slower than any other task. This, indeed, appears to 

have been the task which leaned most heavily on the executive functions, which, as was 

discussed more thoroughly in section 2.6, is the reason behind the Stroop effect in general: 

specifically, that the number of different sources of stimuli, together with the “unnatural” 

situation created much more interference, and thus much larger delay in reaction times. 

 

A more careful look at the box plot of Figure 8 shows that when the linguistic input is auditory 

(during the Picture-Voice and Auditory tasks), the variation is smaller, despite the overall 

difference in reaction times in the two tasks. The opposite (larger standard deviations) is 

observed when the linguistic stimulus is visual (during the Visual and Sound-Word tasks). 

This could be an indication that human brains respond more consistently when processing 

auditory linguistic stimuli and more diversely when processing visual linguistic stimuli. Since 

language is acquired firstly and primarily in auditory form, and much later in written form, 

perhaps this is an indication that the human brain is primarily wired to perceive language 

auditorily (so peoples’ ability to process it is similar) and the reaction times to written language 

depend more on perhaps how much or how quickly people read (both of which are skills that 

are acquired later in life – if at all – and are trained), thus creating a larger diversity( however, 

this is not relevant to the current study, since the linguistic stimuli were common monosyllabic 

words). This seems to be in accord with studies done both on the perception of language in 

general (Friederici & Gierhan, 2013), and studies done on bilingualism and the acquisition of a 

second language earlier or later in life (Christoffels et al, 2003). 

7.2 Method Discussion 

 

Certain measures were taken to increase the internal validity of the study, and minimise 

confounders (see section 5.5). However, there have also been factors that have compromised 

the validity and reliability of the study, and there are improvements that can be made in future 

attempts. 

 

To begin with, the instruments used in this study could be improved. A larger screen and larger 

keys with greater sensitivity (preferably separate from a laptop keyboard) could increase the 

quality of the visual input and the confidence of the participants that they’re using the 

equipment correctly and accurately.  

 

With regards to the stimuli used, the pool for the natural sounds of pigs and mice available for 

free was limited in comparison to the pool for cats and dogs, thus making the quality perhaps 

poorer. This may have compromised the reliability of the study, if the quality affected the 

participants’ ability to recognise these sounds as readily and accurately as they recognised cats 

and dogs. Perhaps this could have been partly avoided, if the participants had some time at the 

beginning of the experiment to familiarise themselves with all the stimuli. 

 

When it comes to the participants themselves, even though their number was enough to create 

significant results, it was still a small sample of people, chosen with standards of convenience. 

The initial desired minimum number of people (24) would have eliminated all possibility for 

training effects, since all possible combinations of tasks would have been used. However, even 



 

if that had been the case, all participants were still middle-upper class, most of them with higher 

education, and all of them born and raised in large cities. A wider sample, with different 

backgrounds, would perhaps give different results, especially with regards to recognising all 

the animals with the same ease. 

 

Although not directly relevant, the social and political situation of the time of this study should 

also be addressed as a potential confounder. Since this study was run during the pandemic of 

COVID-19, it cannot be ruled out that the emotional and mental state of the population, as well 

as the knowledge of the health risk, worked as major stressors that can have affected the 

executive functions and therefore the reaction times of the participants. Even though safety 

measures were taken to protect all parties involved inside the lab, the risk of travelling in 

Stockholm during the pandemic was still significant.  

 

Last but certainly not least, the internal flaw of the study design needs to be addressed, with 

regards to the false initial assumption that two different auditory inputs were considered as one 

source of stimuli. This is a major confounder to the reliability of the study, especially with 

regards to the Audiovisual Hypothesis. In the following section, measures of improvement for 

future studies on the subject will be more thoroughly discussed. 

7.3 Future Research 

Future research should initially focus on better untangling the relationships between 

auditory/visual and linguistic/representational stimuli, and especially on more efficient ways to 

calculate the differences in reaction times between visual and auditory linguistic stimuli. One 

way this can be done is by telling the participants to keep one specific meaning in their memory 

(such as “cat”) and then compare their reaction times when auditory or visual, linguistic or 

representational stimuli match or do not match a cat. This dichotomous type of experiment 

might be somewhat different than the regular Stroop tasks, but it’s something that has been 

done before, especially with auditory Stroop tasks (Spapé & Hommel, 2008). 

 

Once a better picture has been established with more reliable results, then the focus could shift 

to how the Stroop effect can be observed using different senses altogether. Since language is 

much more than just words, be they visually or auditorily presented, other aspects of the 

linguistic network within the brain could be explored. Even though it is much harder to create 

suitable Stroop tasks including scent or touch (and perhaps altogether impossible to create 

Stroop tasks including taste or proprioception), the results might show how senses indirectly 

connected with language can still affect its perception. The emotional and semantic components 

of language, such as tone of voice, or the gender of the speaker might also cause different 

reaction times in Stroop tasks. Since the semantic component of language is as important as the 

pragmatic (Buchanan et al, 2000), there is no reason to believe that a loud, or threatening tone 

of voice will not cause different reactions (and therefore reaction times) than a calm or friendly 

one, as Shin & Kim indicated in 2019. 

Furthermore, since the executive functions play such a heavy role to reaction times and the 

integration of stimuli, Stroop tasks could be used on populations whose executive functions are 

compromised, such as people with ADHD (Attention Deficit and Hyperactivity Disorder) or 

ASD (Autism Spectrum Disorder). Since the Stroop effect has been demonstrated with auditory 

stimuli, perhaps auditory Stroop tasks could be used as another tool for early diagnosis of 

mental disorders that affect the executive functions and language processing. 



 

8. Conclusion 

This study has shown that the relationship between visual and auditory linguistic stimuli, as 

well as visual and auditory representational stimuli is, if nothing else, complicated. It depends 

not only on the processing speed of various stimuli, but also probably on the familiarity or 

quality of these stimuli, and maybe even on one’s reading habits. 

 

Even though it has been made more evident that the Stroop effect is indeed present with auditory 

and visual language perception, as well as when stimuli come from different sources, there are 

still questions about how and why certain combinations of stimuli create a wider difference in 

reaction times than others. Furthermore, there have been indications that putting more pressure 

on the executive functions with different sources of stimuli creates a mental load that affects 

processing and reaction times.   

 

Since language is a complex mechanism that involves the entirety of the brain, it requires a lot 

of effort to discover in detail how each cog fits in the machine. The perception and 

understanding of language are such enormous parts of the human consciousness and experience, 

that, despite the complications, it is important that we understand as best we can the processes 

and mechanisms of language in the brain.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Appendix A 

Participant Information 
 

This is a research for a bachelor thesis in linguistics. You are about to perform four Stroop tasks 

that will entail that you respond to a series of auditory and visual stimuli by pressing some keys 

on a laptop. Specific instructions will be given before each task. The experiment lasts about 30 

minutes and safety measures have been taken to minimise risk of infectious diseases. 

 

All data is anonymous, is given only for statistical reasons, and can in no way be tracked to 

you. At any time before, during or  after the research, you can request to stop or have your data 

removed with no repercussions. You will receive no compensation for your participation. 
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