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ABSTRACT
The broad, ∼ 4 order of magnitude range in energy, inferred via afterglow observations, for the short Gamma-Ray Burst (GRB)
population is difficult to reconcile with the narrow energy distribution expected from neutron star merger progenitors. Using
the resultant profiles from 3D hydrodynamic simulations of relativistic jets interacting with neutron star merger wind ejecta, we
show how the inhomogeneity of energy and velocity can alter the observed afterglow lightcurve. From a single jet we find that
the peak afterglow flux depends sensitively on the observer’s line-of-sight: at an inclination within the GRB emitting region we
find peak flux variability on the order < 0.5 dex through rotational orientation, and < 1.3 dex for polar inclination. The inferred
jet kinetic energy for a fixed parameter afterglow covers ∼ 1/3 of the observed short GRB population. We find a physically
motivated, analytic jet structure function via our simulations and include an approximation for the varying collimation due to
the merger ejecta mass. We show that by considering the observed range of merger ejecta masses, a short GRB jet population
with a single intrinsic energy is capable of explaining the observed broad diversity in short GRB kinetic energies.

Key words: gamma-ray burst: general – transients: neutron star mergers – gamma-ray bursts

1 INTRODUCTION

Afterglows following short duration Gamma-Ray Bursts (GRBs) are
powered by decelerating, relativistic jets. The jet parameters inferred
via afterglow studies reveal a diverse population in terms of energy,
microphysics, and environment (Fong et al. 2015; O’Connor et al.
2020). This broad range in energy can be difficult to reconcile with
the likely progenitor systems for these events; the mergers of either
neutron star binaries, or black hole-neutron star binaries (see Nakar
2007; Berger 2014; D’Avanzo 2015, for a review of short GRBs).
For such a compact binary merger origin, the power available for the
jets is expected to be on the order of 1051 erg s−1, and have quite a
narrow distribution (Shapiro 2017; Fryer et al. 2019).
A jet launched following a compact stellar merger will propagate

through themerger ejecta and winds (e.g., Aloy et al. 2005; Nagakura
et al. 2014; Duffell et al. 2015; Murguia-Berthier et al. 2017; Geng
et al. 2019; Nathanail et al. 2021; Nativi et al. 2021, 2022; Pavan
et al. 2021; Urrutia et al. 2021), this results in the collimation of
the jet before breakout (Bromberg et al. 2011; Salafia et al. 2020;
Hamidani & Ioka 2021). As a consequence of the turbulent motions
arising during the hydrodynamic interaction between the jet and the
surrounding ejecta, the resultant jet will have an angular shape that is
independent of the injected jet structure (Nativi et al. 2022), unless
the ejecta density is very low or the jet power very high (Urrutia et al.
2021).
As GRBs are highly beamed, their afterglows are preferentially
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selected to be at small inclination angles to the line-of-sight i.e.,
where the emission is brightest (Beniamini & Nakar 2019). For such
GRBs, the afterglow lightcurve can be modelled using a simple top-
hat jet structure, where any angular dependence of the energy or
velocity is ignored, resulting in a uniform jet within a cone defined
by the jet’s opening angle (see discussion in Aksulu et al. 2021).
However, the energy inferred from afterglow lightcurve fits, where a
top-hat jet structure is assumed, will return a kinetic energy equal to
the highest energy with a beaming cone, 1/Γ – where Γ is the bulk
Lorentz factor of the emitting region at the observation time, within
the observers line-of-sight at ∼the peak time and not the true energy
of the jet. Here we use the results of 3D hydrodynamic simulations
of jets propagating through the merger ejecta and neutrino-driven
winds of a neutron star merger (see, Perego et al. 2014; Nativi et al.
2021, 2022) to investigate the effects of inhomogeneity within the
jet’s energy and velocity profile on the afterglows of short GRBs.

In §2 we describe our method for modelling the resultant jet pro-
files from the simulations relevant to the bright GRB emitting pop-
ulation of short bursts. In §3 we show the diversity of afterglow
lightcurves from a single jet simulation as a function of observer
line-of-sight relative to both inclination and rotation. Additionally,
we use the simulation jet structure results to generate a general, ana-
lytic function for the typical structure of a short GRB jet and compare
the flux density for the afterglow from this model to the short GRB
afterglow population. These results are discussed in §4, where we
approximate how the ejecta mass responsible for a thermal kilonova
(e.g., Rosswog et al. 1999; Hotokezaka et al. 2013) can alter the
effective core-size of the jet and show how this compares to a selec-
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tion of typical afterglow lightcurves for short GRBs with candidate
kilonovae. Our conclusions are listed in §5.

2 METHOD

The energy per steradian and Lorentz factor at each point of a surface
that describes the afterglow-producing jet can be extracted from
simulations. We use two ultra-relativistic jet simulations from Nativi
et al. (2022), and determine the typical Lorentz factor for each surface
element from the mass-averaged radial profile for ℎΓ > 2 at a given
polar angle, \, and rotational angle, 𝜙 – where ℎ is the specific
enthalpy, and Γ the Lorentz factor. The two simulations we utilise are
identical but for the structure of the injected jet in each case; the first
uses a ‘top-hat’ structured jet with a uniform energy and enthalpy
until a sharply cut-off edge, and the second uses a profile described
by a Gaussian function. Both jets have a power, 𝐿j ∼ 1050 erg s−1,
and are labelled th50 and gs50 respectively.
The two left panels in Figure 1 show the face-on distribution of

energy and Lorentz factor for each simulation output once ballistic
expansion is achieved i.e., (ℎ − 1) < 1 everywhere on the grid. The
right panels show energy (red) and Lorentz factor (blue) with polar
angle where the shaded regions indicate the maximum to minimum
range for each parameter with rotation through 𝜙 on the jet surface
at the given angle \. We can approximate these profiles analytically
using (e.g. Beniamini et al. 2020):

Θ =

[
1 +

(
\

\𝑐

)2]1/2
, (1)

𝐸 (\) = 𝐸 (\ = 0)Θ−𝑎 , (2)
Γ(\) = 1 + [Γ(\ = 0) − 1] Θ−𝑏 . (3)

We use a linear regression fit to the mean for both the energy and
Lorentz factor profiles within an angle \ 𝑗 = 0.42 rad, or ∼ 24◦. The
energy profile is cut-off1 using the functional form (1+(\/\ 𝑗 )𝑎2 )−𝑎1 .
The model jet structure fit parameters are shown in Table 1.
The emission of 𝛾-rays from a jet requires the source to be optically

thin which places physical constraints on the angular profile from
which a GRB can be emitted/observed (e.g. Lamb & Kobayashi
2017). Viable locations for 𝛾-ray emission can be determined using a
relation between energy and Lorentz factor that considers the opacity
of the medium to gamma-rays. The minimum Lorentz factor for an
optically thin medium considering only the scattering by electrons
that accompany baryons in the jet is (e.g. Lithwick & Sari 2001;
Matsumoto et al. 2019):

Γmin =

(
𝜎T

32𝑚p𝜋𝑐4
𝐿𝛾,iso (1 + 𝑧)

𝛿𝑡

)1/6
, (4)

which is consistent with Γmin ∝ 𝐸𝛾,iso
0.17 found in Lamb &

Kobayashi (2016). Here, 𝜎T is the Thompson cross-section, 𝑚p is
the mass of a proton, 𝑐 is the speed of light, and the variables: 𝐿𝛾,iso
is the isotropic equivalent 𝛾-ray luminosity, 𝑧 is the source redshift,
and 𝛿𝑡 is the minimum variability timescale. The observed isotropic
equivalent 𝛾-ray energy can be approximated from the luminosity

1 The wide angle cut-off in energy for the simulation profiles is a result of
the radial averaging process where we only sample components with ℎΓ > 2.
The contribution to the observable afterglow from wider, lower energy and Γ
regions is negligible, see Nativi et al. (2022) for details.

as, 𝐸𝛾,iso = 𝐿𝛾,iso𝑇dur, where 𝑇dur is the burst duration2. The total
energy is then 𝐸 = 𝐸𝛾,iso/[, where [ is the efficiency of the 𝛾-ray
emission. The maximum energy per steradian for the outflow with a
given Γ to be 𝛾-ray bright is then

𝐸

Ω
∼

(
Γ

10

)6 (
𝛿𝑡

0.1s

) (
𝑇dur
0.1s

) ( [

0.15

)−1
× 1048 erg/sr, (5)

where all timescales are measured in the lab frame.
To test how the inhomogeneity of these jet surfaces affect the

afterglow lightcurves for various observers, we generate afterglows
at a fixed emission frequency for observers at various inclinations and
rotations with respect to the outflow. The afterglows are calculated
using the method described in Lamb & Kobayashi (2017); Lamb
et al. (2018, 2021). The lightcurves for each 𝜙 element at a polar
angle \ = [0.0, 0.3, 0.7, 1.0, 1.5, 2.0, 3.0, 4.0, 5.0, & 6.0] × \𝑐
for the two simulation models are shown in Figure 2. The lightcurves
are calculated at an observed frequency, a = 3.8 × 1014 Hz, where
for simplicity we assume redshift, 𝑧 = 0, and a luminosity distance,
𝐷𝐿 = 100Mpc. The afterglow model microphysical parameters are
fixed at Y𝑒 =

√
Y𝐵 = 0.1, an electron distribution index, 𝑝 = 2.15, an

ambient medium particle number density, 𝑛 = 1 cm−3, and a 𝛾-ray
efficiency of [ = 0.15.

3 RESULTS

We have generated afterglow lightcurves for observers at various \
and 𝜙 relative to the jet central axis for the resultant energy and
Lorentz factor surface profiles from two 3D hydrodynamic simu-
lations of jets propagating through neutron star merger winds (see
Nativi et al. 2021, 2022, for simulation details). The effects of the
jet orientation to the line-of-sight on the peak afterglow flux, for
emission in the regime a𝑚 < a < a𝑐 , where a𝑚 is the characteris-
tic synchrotron peak frequency and a𝑐 is the cooling frequency, is
shown in Figure 3 for observers within the 𝛾-ray emitting region of
the jet. The maximum variation in the peak flux at a fixed inclination
but through a 2𝜋 rotation in 𝜙 is ∼ 0.5 dex seen for the gs50 model.
The th50 model has less overall variation, with ∼ 0.2 dex in peak
afterglow flux. The most significant change in peak flux is seen with
inclination from the jet central axis, where for both th50 and gs50
the peak flux varies by ∼ 1.3 dex within the 𝛾-ray emitting region.
For GRB afterglows, the kinetic energy of the jet is found via after-

glow modelling which typically assumes an outflow with a uniform
energy distribution (e.g. Fong et al. 2015). The results of our simu-
lations show that the jets that produce GRB afterglows do not have a
uniform energy profile, and that orientation through both \ and 𝜙 can
change the kinetic energy inferred from simple afterglowmodels. For
GRB afterglows with a𝑚 < a < a𝑐 the peak flux is 𝐹𝑝 ∝ 𝐸k

(3+𝑝)/4,
where 𝐹𝑝 is the afterglow peak flux, 𝐸k is the kinetic energy, and 𝑝 is
the power-law distribution index for accelerated electrons (Sari et al.
1998). Figure 4 shows the kinetic energy distribution, as inferred by
a distant observer and weighted for a randomly oriented source with
inclination ] ≤ \𝛾 , for each of our jet simulations in comparison to
the observed kinetic energy distribution for the population of short
GRBs as listed in Fong et al. (2015). The afterglow lightcurves were
calculated assuming a fiducial efficiency for 𝛾-rays of [ = 0.15,
where the energy in the jet is 𝐸 = 𝐸𝛾 + 𝐸k, with 𝐸𝛾 being the en-
ergy radiated in 𝛾-rays. The dashed histogram shows the distribution

2 For an aligned observer, ] = 0, the GRB duration is equivalent to the engine
duration; for our simulation this is 0.1s
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Figure 1. [Polar-plots] Face-on projections of the resultant jets/outflows. From the centre, \ = 0, to the edge, \ = 29◦. Each row indicates a different initial jet
structure described by: th50, gs50, top to bottom. Where th indicates a top-hat profile for the injected jet structure, gs indicates a Gaussian structure, and the
number is the logarithm of the jet power i.e., 1050 erg s−1. [Left]: The energy per steradian (erg sr−1) for the resultant jet profiles. Energy per steradian is shown
in the range 1 × 1046 ≤ E/Ω ≤ 7 × 1051 erg sr−1. [Centre]: The resultant mass-averaged Lorentz factor for the same projection. Bulk Lorentz factor is shown
in the range 2 ≤ Γ ≤ 100. [Right] The maximum and minimum energy per steradian (red) and Lorentz factor (blue) in rotation at each angle \ from the central
axis for each model. The largest logarithmic variations are seen at wider angles where energies and Lorenz factors are lower – the average value is shown as a
thick line within the shaded region. The purple, vertical dotted line indicates the jet opening angle as inferred by the afterglow break time for an on-axis observer
– the black dashed line is the core opening angle found via fits to the mean angular profile, showing good agreement with the values inferred via the jet break
(Nativi et al. 2022). The grey shaded area indicates the region within which we don’t expect detectable 𝛾-ray emission due to opacity arguments, see equation
5, where we have assumed [ = 0.15, 𝑇dur = 0.1s, and 𝛿𝑡 = 0.1s – the lighter grey region indicates the limit using the minimum Γ value, while the darker
region indicates the limit using the maximum Γ value for each angular segment. The pink, dash-dotted line indicates the maximum angle for 𝛾-ray emission
considering only the opacity due to electrons that accompany baryons in the jet. The yellow dashed line indicates the approximate functional shape of the jet
profile in terms of energy with the fainter line at wider angles showing the profile without the energy cut-off, while the cyan dashed line represents the Lorentz
factor profiles – the fit values for \𝑐 , 𝑎 and 𝑏 in each panel are those for the analytic function in equations 1–3 (see text for details).

Table 1.Analytic jet structure profile parameters, see equations 1–3 plus text, from fits to the mean energy and Lorentz factor with polar angle for each simulation
and the averaged profile, see §3.

Model \𝑐 (rad) log(𝐸𝑐) (log erg sr−1) Γ𝑐 𝑎 𝑎1 𝑎2 𝑏

th50 0.0428 ± 0.0007 51.27 ± 0.11 58.0 ± 0.2 3.50 ± 0.20 7.89 ± 0.94 14.79 ± 3.14 1.98 ± 0.03
gs50 0.0415 ± 0.0004 51.10 ± 0.06 45.6 ± 0.1 2.82 ± 0.10 3.96 ± 0.45 12.48 ± 2.59 1.62 ± 0.01
Averaged 0.0424 ± 0.0005 51.18 ± 0.08 52.3 ± 0.2 3.10 ± 0.14 3.64 ± 0.54 10.90 ± 3.02 1.82 ± 0.02

assuming an efficiency, [ = 0.85, resulting in a lower typical energy
distribution as more energy is lost via the GRB. The dash-dotted
lines show the isotropic equivalent kinetic energy for each of our jets
assuming that all of the injected energy is contained within a solid
angle section defined by the jet structure core angle listed in Table
1. The logarithmic kinetic energy distribution inferred from a single
jet model covers ∼third of the observed short GRB population. As
we have artificially fixed the 𝛾-ray efficiency for the entire emitting
region, our distribution is likely significantly narrower than one with
a more realistically determined efficiency e.g., [(\, 𝜙), that varies
according to local conditions across the jet’s surface.

The two 3D simulations highlight that the form of the resultant
jet profiles are largely a result of fluid instabilities in the jet-wind
interaction regions (Nativi et al. 2022), however, for lower density

winds3, or much more powerful jets, the injected jet structure can be
partially preserved (Urrutia et al. 2021). By using the rotation in 𝜙
for each surface to produce an energy and Lorentz factor profile in
\ we can find an average jet structure profile from our simulations.
We bootstrap these unique profiles to find a mean jet structure, and
fit equations 1–3, plus the energy cut-off described in §2, via linear
regression to find the best-fit parameters. These are listed in Table 1
as ‘Averaged’ and shown in Figure 5 along with the initial profiles.
The afterglows from our averaged jet structure profile are com-

3 The density and mass of the merger winds in the simulations of Nativi et al.
(2021, 2022) are already low and the emergent jet structure did not preserve
the injected profile. We do not expect many physical scenarios where the
injected jet’s structure contributes significantly to the emergent jet profile.

MNRAS 000, 1–9 (2021)
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Figure 2.Lightcurves at various polar angles, \ , from the jet axis as a fraction
of the effective core angle for each profile, where the line colour indicates
the relative angle. The effective core angles are given in Table 1. At each
\ , lightcurves at all available rotational orientations, 𝜙, are shown in the
same colour, and the apparent broadness of the lines represents the spread in
flux as a result of the rotational orientation. For a fixed inclination angle, the
rotational orientation of the system has a significant effect on the flux density
at ∼peak time, or equivalently the deceleration time, for an observer ] . \𝑐 .
Where ] & 2\𝑐 , then only the early and pre-peak lightcurve is sensitive to
the rotational orientation.

pared to the observed short GRB population in Figure 6. Here we
show, in red, the model 𝑅𝐶 -band afterglow for a source at 𝑧 = 1
using the same fiducial parameters as the earlier models. Individual
lightcurves are shown for an observer that is either aligned with the
jet central axis, or at ] = \𝛾 , the maximum angle at which 𝛾-rays
are emitted for our model; these cover the range of expected GRB
afterglows from a jet with our structure and fixed parameters. The
sample of 30 individual short GRBs (grey and coloured lines) are
optical afterglows for bursts with a measured redshift; each after-
glow is a composite of various filters that have been shifted using the
spectral energy distribution for each burst and corrected for Galactic
foreground extinction and host contribution (if necessary and pos-
sible) to produce an observed 𝑅𝐶 -band lightcurve for a source at
redshift 𝑧 = 1 (see Kann et al. 2011; Agüí Fernández et al. 2021, and
references therein).
The post-jet-break decline for our model lightcurves is consistent

with the tail of the short GRB population, and the peak of the model
afterglows agrees nicely with the brightest in this distribution – we
note that shortGRBafterglows shown heremay include contributions
from extended prompt emission, the reverse shock, energy injection,
and kilonova. Our afterglow models have a fixed ambient density,
𝑛 = 1 cm−3, and microphysical parameters, Y𝑒 =

√
Y𝐵 = 0.1 and 𝑝 =

2.15; allowing these to vary would change both the timescale and the
peak flux of the afterglow, with the deceleration (or peak) time, 𝑡𝑑 ∝
𝐸k
1/3𝑛−1/3Γ−8/3, and 𝐹𝑝 ∝ 𝐸kΓ

2(𝑝−1)Y𝐵 (1+𝑝)/4Y𝑒 𝑝−1𝑛(1+𝑝)/4,
where Γ is the bulk Lorentz factor at the deceleration radius and the
emitting frequency is in the regime, a𝑚 < a < a𝑐 .
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Figure 6.The averagedmodel afterglow lightcurve range for observers within
the 𝛾-ray bright angle, \𝛾 ; red lines indicate the afterglow viewed at an
inclination ] = 0, and the widest angle for 𝛾-ray emission, where the shaded
region includes the maximum variability in peak flux expected due to the
rotational orientation of the jet. The short GRB afterglows within our sample
are shown as thin grey lines, and coloured lines with points marking data for
short GRBswith candidate kilonovae. All lightcurves have been normalised to
a redshift, 𝑧 = 1, for consistency. Whereas the model lightcurves have a fixed
ambient medium, 𝑛 = 1 cm−3, much of the diversity in the observed short
GRB afterglows can be accounted for by varying ambient medium density
values between events. This suggests that the intrinsic energy distribution of
short GRB jets is quite narrow with environmental effects determining much
of the population scatter.

4 DISCUSSION

We have used the results from 3D hydrodynamic simulations of
relativistic jets interacting with neutron star merger winds to show
the effect on the observed afterglow, in terms of the peak flux, from
the inhomogeneity of the resultant jet structure in both polar, \,
and rotational, 𝜙, orientations. We have shown that for an observer
viewing the jet at ] ≤ \𝛾 , the rotational orientation of the jet surface,
0 ≤ 𝜙 ≤ 2𝜋 results in an afterglow peak flux with a scatter of
Δ . 0.5 dex. The structure through the polar-angle, 0 ≤ ] ≤ \𝛾 ,
results in a larger scatter for the peak afterglow flux of . 1.3 dex.
For the scatter in flux density due to the rotational orientation, the
deviation from the mean gradually reduces with time and follows
the expected change in beaming angle; the flux changes by a factor
. 1 + (Δ/2 − 1) × min[1, (𝑡𝑑/𝑡)]3/8, where 𝑡𝑑 is the deceleration
time, and 𝑡 is the observer time since burst.
The jet’s kinetic energy, as inferred via afterglow modelling, will

be broader than that assumed from a simple uniform jet model. For
our two fiducial models, we find the inferred kinetic energy distribu-
tion covers & 1 dex in energy for a fixed 𝛾-ray efficiency, [. More
realistically, [would vary as a function of both the energy andLorentz
factor with \ and 𝜙, where at lower Lorentz factors some fraction
of the prompt photons dissipated within the jet will be reabsorbed
(Kobayashi & Sari 2001; Kobayashi et al. 2002) and the effective [
would be smaller. Higher energy regions may result in more efficient
shocks (e.g. Kobayashi & Sari 2001; Gottlieb et al. 2019) and the [
could be larger. Such properties would further broaden the inferred
kinetic energy distribution from a jet with a fixed energy.
The core angle, \𝑐 , from the fits to the mean energy and Lorentz

factor profiles for equations 1–3, see Table 1, returns a remarkably
similar value to that inferred via modelling the afterglow jet-break
time in Nativi et al. (2022) using the same simulation data but a
rotationally averaged jet profile. For jet simulations such as these,
the core or jet opening angle is often presented as the average angle
within whichmaterial has ℎΓ > 10 (e.g. Nagakura et al. 2014). Using
this method with our 3D simulations, we find a \average = 0.1058
and 0.1278 rad for the th50 and gs50 models respectively. These
are both larger than the values found via profile fitting or the jet-
break time by a factor ∼ 2.5–3. This suggests that the apparently
narrower jets from our simulations are merely a result of the way \𝑐
is estimated. Such narrow jets are well within the observed range for
opening angles4 inferred from the short GRB population (e.g., Jin
et al. 2018; Lamb et al. 2019).
The degree of the jet collimation for a GRB producing jet, and

the resultant jet opening angle is a complicated function of the jet’s
power, the density of the medium through which the jet is propa-
gating, and the jet’s initial opening angle (Bromberg et al. 2011).
The details of how to estimate the final jet opening angle from a
set of initial conditions and for an expanding medium are described
by Hamidani & Ioka (2021), (see also Murguia-Berthier et al. 2017;
Salafia et al. 2020, etc.). The degree of collimation is shown to
be dominantly proportional to the ratio of jet power and ambient
medium mass, \/\0 ∝ (𝐿 𝑗/𝑀a)1/4, where \ is the resultant opening
angle, \0 is the injected jet’s opening angle, 𝐿 𝑗 is the jet power,

4 The opening angle inferred via the jet-break time of a GRB afterglow
typically assumes that the observer is on the jet central axis. More detailed
studies of the GRB population indicate that the typical inclination for an
observed GRB is 0.57 of the jet’s effective opening angle, \𝑐 in our notation,
(Ryan et al. 2015). This suggests that the jet opening angle for GRBs are
typically smaller by a factor ∼ 0.64 than the simple estimates (Lamb et al.
2021).
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Figure 7. A fit to the ratio of jet power with ejecta mass and the degree of
collimation for GRB jets from neutron star mergers. We use the results from
2D simulations in Nagakura et al. (2014) (blue circles) for our fit (orange
dashed line), and show where our averaged fiducial jet profile fits on this plot
(green star). The shaded region shows the 𝑎 = 0.31 ± 0.10 range. Note – our
fiducial jet was not used in the fitting process.

and 𝑀a ≡ 𝑀ej is the mass of the ambient medium/winds through
which the jet is propagating and equivalent to the ejecta mass for a
neutron star merger. The exact relation depends on how the medium
is expanding, the ratio of the energy density for the jet to ejecta, and
weakly on the timescale. Additionally, particle effects such as neu-
tron conversion-diffusion may contribute to the resultant jet structure
(Preau et al. 2021).
The afterglows to short GRBs indicate that they are accompanied

by a broad diversity of kilonovae (e.g. Gompertz et al. 2018; Rossi
et al. 2020). Model fits to GRB afterglows with kilonova candidates
suggest that the population ejecta mass distribution has a scatter of
Δ log𝑀ej . 1, a broad uncertainty on the ejecta velocity, 𝑣ej ≤ 0.3c,
and a several orders of magnitude range for the Lanthanide fraction
(Ascenzi et al. 2019). Theoretical studies of kilonovamodels show an
equally diverse range of possible parameters (e.g. Kawaguchi et al.
2020). The mass and velocity of the ejecta, and the power and ini-
tial opening angle of the jet have an influence on the resulting jet
opening angle – to approximate these factors, we take the results of
2D hydrodynamic simulations for a variety of initial jet and ejecta
compositions from Nagakura et al. (2014) and fit a power-law func-
tion, \/\0 ∝ (𝐿 𝑗/𝑀ej)𝑎 , to determine the index 𝑎 for the scaling.
The results are shown in Figure 7, where we have used the isotropic
equivalent luminosity for the initial jet. The opening angle, as in-
ferred from jet profile fitting, for our averaged jet structure model is
shown as a star. The fit index 𝑎 = 0.31 ± 0.10 is within error of the
theoretically expected, 𝑎 = 0.25, where we ignore the timescale and
ejecta expansion dependence (Hamidani et al. 2020).
Using the fit shown in Figure 7, the core angle for a structured jet

with our ‘Averaged’ jet profile, as a function of the core energy and
the ejecta mass, is

\𝑐 = 0.0424

[
𝐸𝑐,iso/1.9 × 1052 erg

𝑀ej/0.072 𝑀�

]0.31
rad, (6)

where 𝐸𝑐,iso is the isotropic equivalent total energy for the jet on the
jet central axis i.e., \ = 0, and 𝑀ej is the mass of the ejecta/wind.

4.1 Comparison to sources with kilonova candidates

Figure 6 shows our sample of 30 composite short GRB afterglows
normalised to 𝑧 = 1 (Kann et al. 2011; Agüí Fernández et al. 2021).
TheGRBswith kilonova candidates within this sample have coloured
lines, points marking the data, and a corresponding legend identifier.
These kilonova candidate GRBs are additionally listed in Table 2,
with the literature values for merger ejecta masses inferred from
model fits/estimates to observations by the listed reference.
Figure 8 shows the 9 kilonova candidate GRB afterglows in our

sample. Each panel includes an afterglow generated using our ‘Av-
eraged’ jet structure profile with the core size, \𝑐 , reevaluated using
equation 6 with the first ejecta mass estimate listed in Table 2 for
the relevant GRB. Model lightcurves shown as red lines have fixed
microphysical parameters,

√
Y𝐵 = Y𝑒 = 0.1, an index 𝑝 value from

literature for each GRB as listed in Table 2, and where the model
lightcurve is shown with a green line, we change to Y𝐵 = 0.1 to give
better agreement with the data. For each lightcurve we vary the value
of the ambient density to find an approximate alignment between our
fiducial model and the afterglow data5. For GRBs 050724, 080905A,
and 160821B, we could not find a satisfactory alignment using our
total jet energy and varying only the ambient density. However, as
described in Lamb et al. (2019), GRB 160821B requires an initially
low-power jet that is refreshed at later times6. The equivalent energy
of the initial jet in GRB 160821B is ∼ 0.1 that of our fiducial jet,
however, the energy injection at & 1 days for GRB 160821B results
in a total energy that is consistent with the energy of our single
episode jet model (see Lamb et al. 2019, for details). We apply this
same reduction in initial jet energy to GRBs 050724 and 080905A to
achieve a better alignment with the observed flux density. Our model
lightcurves do not include the refreshed shock contribution, however,
for GRB 160821B this is equivalent to the late time ‘excess’ seen in
the data. No data, other than the non-constraining upper-limits, at
& 10 days is available for GRBs 050724 or 080905A to test the
refreshed shock scenario.
The model afterglows in Figure 8 also show the maximum vari-

ability due to the rotational orientation of the jet with respect to the
observer, as shown in Figure 3 – note that this uncertainty in peak flux
does not affect the on-axis case. The angle \𝛾 provides an indication
of the highest angle from which an observable GRB is likely to be
emitted, however, this is not a hard limit and where beaming effects,
the distance to the source, and secondary 𝛾-ray emitting components
are considered e.g. shock breakout of the cocoon, then the inclina-
tion at which an observer could detect the GRB is higher for nearby
sources.
The lightcurves for GRBs 050724, 060614 and 150424A stand

out in our sample as having a late break to the steep decline phase
when compared with our fiducial models, and the green lightcurves
shown in Figure 8 have used Y𝐵 = 0.1 to give better agreement with
the data – additionally noting that the choice of initial jet energy

5 A sophisticated fit to these data sets would require the inclusion of reverse
shock emission, refreshed shock or energy injection, plus a kilonova contri-
bution. This is beyond the scope of this work, however, using the literature
values of the index 𝑝, should ensure that our approximate lightcurve models
are consistent with any X-ray afterglow flux for individual bursts. Other works
have focused on fitting afterglow and kilonova models to data e.g. Ascenzi
et al. (2019).
6 The data presented here for GRBs 130603B and 160821B has the kilonova
dominated data removed (see Tanvir et al. 2013; Lamb et al. 2019), however,
all other GRBs in our sample may include multiple emission components
and, potentially, a significant contribution from a kilonova.
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Table 2. Short GRBs with kilonova candidates. Estimated ejecta masses are from the respective reference column – where more than one mass is listed, the
values are in the reference order; the bold value is that used to determine the jet collimation for the models shown in Figure 8. GRBs 150101B and 200522A,
below the line, are not included in our optical lightcurve sample. The 4th and 5th columns show the value of index 𝑝 used for the model afterglow lightcurves,
and the relevant reference. The last three columns show the opening angle, the isotropic equivalent kinetic energy, inferred from the jet structure in each case,
and the ambient particle density used for the lightcurves in Figure 8.

GRB 𝑀ej (M�) Ref. 𝑝 Ref. \𝑐 𝐸k ×1052 erg log 𝑛 cm−3

050709 0.05 [1] [2] 2.31 [10] 0.047 1.81 -3.00
050724* 0.001 [3] 2.29 [10] 0.078 0.07 -1.00
060614 0.077, 0.1 [2] [1] 2.40 [11] 0.042 2.28 -3.30
061006 0.01 [3] 2.39 [10] 0.078 0.66 -2.92
070714B 0.01 [3] 2.30 [10] 0.078 0.66 -1.00
080905A* 0.007 [2] 2.06 [10] 0.087 0.05 -2.15
130603B 0.03, 0.01–0.1, 0.075 [1] [4] [2] 2.70 [10] 0.056 1.28 -1.00
150424A 0.1 [2] 2.30 [2] 0.040 2.50 -1.40
160821B* 0.01, 0.17, <0.006 [7], [2], [8] 2.30 [7] 0.078 0.66 -2.00

150101B >0.02, >0.1, 0.037 [5] [6] [2] – – – – –
200522A 0.1 [9] – – – – –

[1] Jin et al. (2016), [2] Ascenzi et al. (2019), [3] Gao et al. (2017), [4] Tanvir et al. (2013), [5] Troja et al. (2018), [6] Fong et al. (2016), [7] Lamb et al. (2019),
[8] Troja et al. (2019) [9] Fong et al. (2021) [10] Fong et al. (2015) [11] Jin et al. (2015)

* indicates a GRB where we reduced our jet model energy by a factor 10

in our simulation was arbitrary7. The opening angle for these jet
models relies on the ejecta mass estimates, and for GRB 050724, the
value of 0.001 M� is the smallest in our sample and may well be
underestimated. GRB 060614 is technically a long-duration GRB,
with a prompt burst episode lasting ∼ 100s, however, the absence of
an accompanying bright supernova combined with it exhibiting an
initial spike of gamma-rays with a duration of only a few seconds
has led to speculation that it could have been produced by a compact
binary merger (Gal-Yam et al. 2006; Gehrels et al. 2006; Perley et al.
2009; Kann et al. 2011). The differences in these GRBs (noting that
GRB 150424A which has a large uncertainty on the source redshift
e.g. Knust et al. 2017) may indicate that these bursts have a different
progenitor to typical short GRBs i.e. they may be the result of a
neutron star-black hole merger as opposed to a binary neutron star
merger (e.g. Gompertz et al. 2020), where the potential energy budget
for the jet is marginally higher (e.g. Shapiro 2017).
The compact stellar merger origin for short GRBs has a limited

energy budget for the jets, typically of the order ∼ 1051 erg for
neutron star mergers (Fryer et al. 2019). Yet the observed distribution
for the energy in the short GRB population spans ∼ 4 orders of
magnitude, see Figure 4 and Fong et al. (2015). Here we have shown
that inhomogeneity in the energy and velocity distribution across
an emergent jet’s surface due to turbulent processes via jet-ejecta
mixing can account for a significant fraction of the observed spread
in inferred kinetic energies. By taking into account the range of ejecta
masses from the candidate kilonova population, the effective opening
angle (the jet core angle in our notation) for a GRB jet with a fixed,
or limited, energy budget can be determined. When combined with
the expected variation in the ambient density between sources we
can explain much of the variety in afterglow flux and timescales for
the small sample of GRBs with kilonova candidates. The isotropic
equivalent kinetic energy for each afterglow structure, given the fixed
initial jet energy and the model core angle is shown in Table 2 –
the range of energy values here are ∼ 3 orders of magnitude and
when combined with the additional order of magnitude spread due to
inclination reflects the full range seen in the short GRB population.

7 The isotropic equivalent energy of the injected jets are ∼ 6 × 1050 erg, and
slightly lower than the ∼ 1051 erg expected for mergers (Shapiro 2017; Fryer
et al. 2019)

Figure 2, where ] ∼ 4 − 5\𝑐 , and fits for the rotationally averaged
simulation jet structure profiles in Nativi et al. (2022) show that such
a functional jet structure is additionally consistent with the afterglow
of GW170817/GRB 170817A – we do not repeat that analysis here.
For the afterglow to GRB 170817A, multiple jet structure profiles
have shown viable fits to the data, including more exotic structures
than the core-dominated profiles presented here (e.g., Takahashi &
Ioka 2021), as well as the refreshed shock/energy injection scenario
(Lamb et al. 2020).

5 CONCLUSIONS

We have demonstrated that the inhomogeneity in energy and velocity
across the jet surface of a 3D hydrodynamic jet-neutron star merger
wind simulation results in a peak afterglow flux density that depends
on the observer-system orientation relative to the jet central axis in
terms of both polar and rotation angles. The potential change in peak
flux with orientation within a 𝛾-ray emitting region of a jet with a
fixed total energy results in:

• Variation in peak afterglow flux density due to rotation, < 0.5
dex.

• Variation in peak afterglow flux density due to inclination (polar
orientation), < 1.3 dex.

• An order of magnitude spread in jet kinetic energy distribution
when inferred from the peak afterglow, where the 𝛾-ray efficiency of
the GRB emission is fixed.

We define a physically motivated analytic function for a typical
neutron star merger jet, and demonstrate how, for a given jet energy
and merger ejecta mass, the effective opening angle of the jet can
change. Using the literature reported ejecta masses for six candidate
kilonovae, we show that a fixed injected jet energy (𝐸iso ∼ 6 × 1050
erg) with our analytic structure function can account for the diver-
sity of observed afterglow lightcurves by changing only the ambient
medium density. For a further three GRB-kilonova candidates in
our sample; GRBs 050724, 080905A, and 160821B, we find that
the jet energy of our fiducial model must be reduced by an order
of magnitude. This reduction is consistent with the refreshed shock
scenario used to describe the afterglow of GRB 160821B in Lamb
et al. (2019), where the total, post-injection energy of the afterglow is

MNRAS 000, 1–9 (2021)



8 G. P. Lamb et al.

15

20

25

30

050709
= 0.049

c = 0.047
log n = -3.00

050724
= 0.080

c = 0.078
log n = -1.00

060614
= 0.043

c = 0.042
log n = -3.30

15

20

25

30Ap
pa

re
nt

 M
ag

ni
tu

de 061006
= 0.080

c = 0.078
log n = -2.92

070714B
= 0.080

c = 0.078
log n = -1.00

080905A
= 0.044

c = 0.043
log n = -2.15

10 3 10 1 101

15

20

25

30

130603B
= 0.057

c = 0.056
log n = -1.00

10 3 10 1 101

Time (days)

150424A
= 0.041

c = 0.040
log n = -1.40

10 3 10 1 101

160821B
= 0.040

c = 0.038
log n = -2.00

Figure 8. GRBs in our sample with candidate kilonova claims in the literature. Our afterglow model with a fixed energy is shown to be consistent with the
observed lightcurves. In each case we modify the jet structure profile with the candidate kilonova’s reported eject mass, and vary the ambient medium to give a
satisfactory alignment between the 0 ≤ ] ≤ \𝛾 for the lightcurves, thick and thin red/green lines respectively. Lightcurves in green have Y𝐵 = 0.1 instead of the
fiducial, Y𝐵 = 0.01. Each panel shows \𝛾 , \𝑐 , and the log 𝑛, where 𝑛 is given in cm−3. Panels marked with a pink star (GRBs 050724, 080905A, and 160821B)
have a reduced energy (by a factor 0.1) to better describe the observed afterglows. Note – afterglow parameters are not fits to the data, and the afterglow models
do not include the kilonova, reverse shock, or energy injection contribution.

equivalent to that of our fiducial model. This indicates that the intrin-
sic energy range for the short GRB population is likely very narrow,
and consistent with the theoretical prediction for neutron star merger
central engines.
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