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Abstract

Conversation is the primary mode of language use. A key feature of conversation is turn-taking,
during which interlocutors rapidly switch between speaker and listener roles without conscious
effort. As previous neuroimaging studies have investigated language comprehension in isol-
ated contexts, little is known regarding the neurocognitive bases of language use in reciprocal
interaction. The present fMRI study investigates turn-taking, production, and comprehension
processes, by utilizing existing conversational data between participants (N = 23) and a confed-
erate outside the scanner. Turn initiations were associated with regions (the medial prefrontal
cortex and the middle frontal gyrus) outside of the perisylvian core language network. Produc-
tion and comprehension were both associated with core language regions in the temporal lobes,
but activation in the left inferior frontal gyrus wasmainly associated with production. Activation
in the fusiform face area was linked to comprehension. The current findings suggest that (1) the
coordination of speaker change is dependent on pragmatic processes that have been relatively
overlooked in models of speech preparation, and (2) listeners are aided by their interlocutor’s
facial gestures when processing speech input during conversation. In addition, the results indic-
ate that production and comprehension processes may differ (e.g., on the syntactic level), even
in conversation.
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Hjärnan i konversation:
Avbildning av neurala korrelat för turtagning,
produktion och förståelse med fMRI

Caroline Arvidsson

Sammanfattning

Konversation är en av de viktigaste användningsområdena för språk. En grundläggande aspekt
av konversation är turtagning, där samtalsdeltagare snabbt och utan ansträngning växlar mellan
lyssnar- och talarroller. Eftersom tidigare neurolingvistiska studier huvudsakligen har undersökt
språkförståelse i isolerade kontexter så är den neurokognitiva grunden för språkanvändning i re-
ciprok interaktion fortfarande outforskad. Den här studien ämnade att undersöka vilka hjärnre-
gioner som aktiveras under turtagning, språkproduktion och språkförståelse, genom att använda
data från funktionell magnetresonanstomografi (fMRT), när deltagare (N = 23) ingick i samtal
med en samtalspartner utanför skannern. Turinitieringar associerades med regioner (mediala
prefrontala cortex och mellersta frontala gyrusen) utanför det klassiska språknätverket, vilket
indikerar att koordinering av talarbyte involverar pragmatiska processer som tenderar att vara
ur fokus i modeller för förberedning av tal. Produktion och förståelse aktiverade områden inom
språknätverket, men aktivering i den inferiora frontala gyrusen var huvudsakligen associerad
med produktion. En möjlig tolkning av det fyndet är att produktion och förståelse i konversa-
tion involverar distinkta processer på syntaktisk nivå. Aktivering i det fusiforma ansiktsområdet
var huvudsakligen relaterad till förståelse, vilket indikerar att lyssnare använder information i
deras samtalspartners ansiktsuttryck medan de tolkar ett yttrande.

Nyckelord

Turtagning, produktion, förståelse, konversation, fMRI, språkplanering.
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1 Introduction

The growing field of neurolinguistics has begun to unravel the biological bases of the capability
for language in our species. In particular, many studies have focused on the neural correlates
of comprehension (Bašnáková et al., 2014; Bendtz et al., 2022; Britton et al., 2009; Davies et
al., 2016; Diachek et al., 2020; Leff et al., 2009; Myers et al., 2009; Obleser and Kotz, 2010;
Pallier et al., 2011). Fewer neuroimaging studies have focused on language production, and
barely any have investigated aspects of language use in interactive contexts, such as conversa-
tional turn-taking. Instead, the most frequently utilized paradigms in neurolinguistic research
have been what Schilbach et al. (2013) label ’isolation paradigms’, in which participants are
passive observers, rather than engaged interactants. As fMRI acquisition and processing tech-
niques become increasingly sophisticated (Ashby, 2015; Poldrack et al., 2011), the motivation
for creating more ecologically valid paradigms has increased within neuroimaging research. In-
deed, the utilization of interactive paradigms is a plausible prerequisite for mapping the neural
correlates of conversation – which is the primary mode of language, the main context in which
language is learned, and the setting in which humans create and sustain meaningful social bonds.

A key reason for utilizing interactive paradigms in neurolinguistic research is that some
hallmarks of conversation, for example, conversational turn-taking, only appear during conver-
sation. This means that the sole utilization of isolation paradigms does not suffice when striving
to answer questions about real-life language use. Furthermore, to create comprehensive models
of language production and comprehension, their most central context, i.e., conversation, needs
to be taken into account. This thesis is an exploratory study that utilizes fMRI to investigate
the neural correlates of bidirectional conversation, and for the first time maps the brain regions
recruited during conversational turn-taking, production, and comprehension, respectively. The
present work thereby sheds new light on the underlying processes that facilitate basic conversa-
tional features that have been topics of intense psycholinguistic investigation for decades.
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2 Background

2.1 Toward a neurocognitive account of conversation

Conversation is the most ubiquitous form of language use. Notwithstanding, the neurobiology
of basic conversational features, including turn-taking, production, and comprehension, are cur-
rently under-explored. Previous neurolinguistic studies have mainly investigated single or few
linguistic processes in isolated environments (e.g., object naming in production, sentence pro-
cessing in comprehension) that lack resemblance to real-world language use (Price, 2010). Such
investigations have successfully contributed to the development of accounts on the human capa-
city for phonological, morphological, syntactic, and semantic processing (Friederici, 1995; Ha-
goort, 2016; Hickok and Poeppel, 2016; Price, 2010). However, these accounts fail to explain
the neurobiological basis of conversation, in which interlocutors flexibly and without conscious
effort alternate between speaker and listener roles while simultaneously considering contextual
information, such as their interlocutor’s intention and knowledge state (Clark andMurphy, 1982;
Garrett, 1989; Grice, 1975). The current fMRI study aims to address this gap in the literature, by
investigating the neurocognitive underpinnings of turn-taking, production, and comprehension
during real-time conversation.

This background section is structured as follows: First, I present findings from conversa-
tional analysis (e.g., Sacks et al., 1978) and psycholinguistic research regarding the systematic
properties of turn-taking, and account for what fMRI and lesion studies can reveal about its
neural correlates so far. Second, I briefly summarize the history and extensive literature on the
neurobiological bases of speech production and comprehension, emphasizing the need for in-
teractive paradigms when investigating how production and comprehension processes diverge.

2.2 Conversational turn-taking

In everyday conversation, speakers take turns talking. This ’turn-taking machinery’ (Schegloff
and Sacks, 1973, p. 263) of recurring speaker turns is a fundamental feature of human commu-
nication. Infants begin to engage in conversation-like exchanges when they reach approximately
eight weeks of age (Gratier et al., 2015). Also, conversational turn-taking operates in a highly
universal way, apart from some cultural variation with respect to the duration of inter-speaker
silences (Stivers et al., 2009). Although conversational turn-taking is present in the everyday
experience of almost every human, its neurobiological basis remains essentially unexplored (but
see AbdulSabur, 2014; Bögels, 2020; Bögels et al., 2015b; Kirkland, 2020).

2.2.1 The systematic properties of turn-taking

It was Sacks et al. (1978) who most famously noted the systematic properties of turn-taking,
and suggested a model of turn units and principles that govern the usage of those units in con-
versation. One of these principles states that silences and overlapping speech should be avoided
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during transition relevant points (TRPs). A TRP is a moment during which one speaker (speaker
A) stops speaking and another speaker (speaker B) is selected/can self-select to take the floor.
If speaker B chooses not to take the floor, speaker A will avoid a protracted period of silence by
continuing their turn (Sacks et al., 1978). Sacks et al. (1978) labeled silences between different
speakers’ turns gaps, silences within the same speaker’s turn pauses, and simultaneous speech
overlaps. Later quantitative findings have revealed that practically all turn transitions consist of
gaps or overlaps. For example, Heldner and Edlund (2010) investigated the number and dura-
tion of gaps and overlaps in the Spoken Dutch Corpus (Boves and Oostdijk, 2003) and found
that gaps (there defined as inter-speaker silences ≥ 10 ms) and overlaps were present in 99.6 %
of all turn transitions. Specifically, out of a total number of 43374 transitions, 59.6% of them
were gaps (median duration 318 ms) and 40.0% were overlaps (median duration 470 ms).

Albeit turn transitions do not always occur with 10 ms precision, speakers appear to be very
sensitive to timing in turn-taking. For example, Bögels et al. (2015a) utilized EEG to investigate
the cognitive load of listening to yes-no responses with either early or delayed onsets (300 or
1000 ms after question offset). They found that the early ’no’ responses evoked a larger N400-
effect than early ’yes’ responses – a difference that disappeared in the delayed responses. In
addition, findings from corpora studies show that gaps > 700 ms have a higher probability
of being followed by a dispreferred response (e.g., rejection of request) (Kendrick and Torreira,
2015). The results from Bögels et al. (2015a) and Kendrick and Torreira (2015) together suggest
that the timing of turn transitions is governed by pragmatic conventions that speakers expect each
other to follow.

2.2.2 Coordinating speaker change

A key issue within psycholinguistic research is how conversationalists manage to meet the ex-
pectations of the rapid exchange of speaker turns. This problem becomes increasingly intriguing
when considering that the minimum latency of speech production is 600 ms (from conceptual
planning to articulation for single words, and possibly longer for larger units) (Indefrey and
Levelt, 2004; Levinson and Torreira, 2015) while most gaps are shorter than 600 ms (Heldner
and Edlund, 2010; Levinson and Torreira, 2015; Stivers et al., 2009). Presumably, production
and comprehension processes overlap, so that the speaker predicts the end of their interlocutor’s
turn while simultaneously formulating her upcoming turn (Bögels, 2020; Gisladottir et al., 2018;
Levinson and Torreira, 2015). Indeed, results from a recent EEG investigation (Bögels, 2020) in
which participants answered unscripted questions indicate that (1) the point by which the con-
tent of a question can be predicted (the answer point) appears early on, after about one third into
the question (this conclusion was based on annotator assessments), and (2) that speakers begin
planning upcoming replies to questions shortly (400 ms) after the answer point is reached, as
reflected by an ERP positivity lasting for about 1000 ms.

Initiating (i.e., planning) a turn potentially involves a number of simultaneous linguistic and
extra-linguistic operations related to detecting turn endings and speech preparation. Detect-
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ing turn-endings possibly involves directing attention to prosodic, gestural, or syntactic cues
provided by the other speaker (Clayman, 2012; Gisladottir et al., 2018; Heldner et al., 2019;
Kendon, 1967). Furthermore, formulating one’s upcoming turn requires core language pro-
cesses (e.g., conceptual planning, lemma retrieval, syllabification, and articulation) (Indefrey
and Levelt, 2004), and possibly operations related to intention processing (Enrici et al., 2011),
such as thinking about the desired impact of one’s upcoming turn on the interlocutor (Bock and
Levelt, 2002; Garrett, 1989). Although models of speech preparation focus on the core language
aspects of speech preparation (e.g., Indefrey and Levelt, 2004), the relative importance of the
underlying processes of turn initiations in reciprocal interaction is currently unknown. fMRI
provides a unique opportunity to draw inferences regarding these processes by investigating
increase in blood flow in specific regions in the brain.

Core language processes can, depending on the perspective taken, be regarded as separable
phonological, morphosyntactic, and semantic processes, generally associated with brain areas
that henceforth will be referred to as core language regions. These brain regions (the inferior
frontal, anterior temporal, and posterior temporal cortices and the angular gyrus) are located in
the perisylvian cortex (Hagoort, 2016; Hickok, 2022). Generally, brain activation during core
language processing is observed bilaterally, often with left dominance (Hagoort, 2016; Hickok,
2022). Models of speech preparation (e.g., Bock and Levelt, 2002; Indefrey and Levelt, 2004)
tend to focus more on core language processes, than on pragmatic processes potentially involved
in initiating speech in conversational contexts. If turn initiations mainly rely on core language
processing, then activation in core language regions is to be expected.

However, Sacks et al. (1978) emphasized that TRPs are created through joint action, (in con-
trast to being entirely governed by the current speaker, as suggested in Duncan, 1972). Much
like other aspects of human coordination (Knoblich and Sebanz, 2008), extra-linguistic, higher-
order skills may be crucial in coordinating turn transitions. These potentially implicated skills
include cognitive control (e.g., working memory, inhibition, cognitive flexibility) (Miller and
Cohen, 2001) and theory of mind (i.e., thinking about other’s mental states) (Astington et al.,
1988). Two brain networks that are known to subserve aspects of cognitive control and theory
of mind are the multiple demand (MD) network (Duncan, 2013) and the theory of mind (ToM)
network (Schurz et al., 2014). The MD network (also called the cognitive control network (Cole
and Schneider, 2007)) is a bilateral frontoparietal network (including the medial prefrontal cor-
tex, intraparietal sulcus, and inferior frontal sulcus) that is frequently recruited during linguistic
and non-linguistic tasks, and appears to play an imperative role for goal-oriented behavior, such
as breaking down a task into an organized series of more solvable subtasks (Duncan, 2013;
MacGregor et al., 2022). In turn, the ToM network – with core regions medial prefrontal cor-
tex, precuneus, and temporo-parietal junction (Kana et al., 2015) – is activated during tasks that
involve pragmatic inferencing, such as decoding indirect speech acts (Bašnáková et al., 2014;
Bendtz et al., 2022), but also numerous other tasks that require inference-making about other’s
beliefs, emotions and intentions (Abu-Akel and Shamay-Tsoory, 2011; Theriault et al., 2020).
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An observed activation in these areas during turn-taking would suggest that the coordination of
speaker change (e.g., taking or releasing the floor) is facilitated by domain-general processes
over and beyond core language.

To the best of my knowledge, only one previous fMRI study has investigated turn-taking
during real-time conversation. This study was included in an unpublished dissertation, in which
AbdulSabur (2014) investigated brain activation during transition points (defined as instant-
aneous events of 0.0 sec when the participants either took or released the floor). In addition
to networks related to articulation and linguistic processing, coordinating speaker change re-
cruited areas in the MD and ToM networks (such as the intraparietal sulcus, precuneus, and
medial prefrontal cortex). Importantly, AbdulSabur (2014) did not distinguish between taking
and releasing the floor – actions that potentially recruit distinct processes.

Cases of transcortical motor aphasia (TCMA) give further indications of which areas that
specifically facilitate the initiation of one’s own turn. Individuals with TCMA generally have
preserved verbal repetition, articulation, grammatical structure, and prosody. However, when
patients with TCMA are asked to speak or to provide a verbal response (e.g., to a question), they
have tremendous difficulties initiating speech (Crosson et al., 2018; Whitaker, 2007). TCMA is
generally caused by lesions of (1) the medial frontal cortex, (2) the left posterior inferior frontal
cortex, or (3) the pathways that connect (1) and (2) (Crosson et al., 2018). These areas relate to
numerous higher-order functions, such as decision-making and social cognition (medial frontal
cortex) (Simon et al., 2021) and core language processes (left posterior inferior frontal cortex)
(Hagoort, 2016). This thesis aims to contribute to the present understanding of the neurobi-
ological basis of turn transitions, by investigating the neural correlates of turn-taking during
real-time interaction.

2.2.3 Summary of conversational turn-taking

Turn-taking is a fundamental aspect of human interaction that likely involves numerous oper-
ations. Prior to taking the floor, the upcoming speaker presumably has to (1) pay attention to
implicit turn-ending cues (e.g., prosodic, syntactic, gestural) in the incoming signal, while sim-
ultaneously (2) plan their own turn, and (3) signal the intention to initiate speech in order to
generate smooth turn transitions. Based on the model outlined by Sacks et al. (1978), once a
TRP has occurred, the conversationalist that just ended their turn may utilize inferential pro-
cesses to determine whether their interlocutor is to take the floor, or whether to continue with
their turn in order to avoid a protracted silence. Coordinating speaker change may thus involve
pragmatic processes over and beyond core language, possibly implicating areas related to cog-
nitive control and social cognition (e.g., areas included in the MD or ToM networks). In the
following section, I aim to briefly summarize the neurolinguistic literature on two additional
hallmarks of conversation: production and comprehension.
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2.3 Production and comprehension

Both production and comprehension are complex processes that operate in multiple stages. Pro-
duction entails the linking of concepts to articulation, including conceptual processing, lemma
retrieval, articulation, and articulatory feedback (Garrett, 1989; Indefrey and Levelt, 2004; Price,
2010). In turn, comprehension (which here denotes online auditory speech processing) involves
linking information in the speech signal to concepts, including processing of phonemic, se-
mantic, and syntactic information (Britton et al., 2009; Davies et al., 2016; Hickok and Poeppel,
2016; Price, 2010). Beyond these processes, production and comprehension also involve the
utilization of extra-linguistic contextual information, such as the intentions, expectations, and
knowledge state of one’s interlocutor (Clark andMurphy, 1982; Garrett, 1989; Grice, 1975). Al-
though much suggests that production and comprehension processes overlap, i.e., that a speaker
plans their own conversational contribution before their interlocutor has finished their turn (Bö-
gels, 2020; Levinson and Torreira, 2015), production and comprehension have mainly been
investigated independently.

2.3.1 The classical Broca-Wernicke view

The neurobiological bases of speech production and comprehension have been a topic of intense
investigation for more than a century. Based on post-mortem findings in patients with either ex-
pressive or perceptive aphasia, researchers assumed a distinct division of labor for production
and comprehension in the left frontal and temporal regions (Broca, 1861a; Broca, 1861b; Wer-
nicke, 1885/1977). Broca’s area (situated in the left inferior frontal cortex) and Wernicke’s area
(located in the left temporal cortex) were believed to subserve production and comprehension,
respectively. Compelling evidence against the Broca-Wernicke view emerged during the latter
half of the 20th century, when lesion studies found that damage to Broca’s area impaired com-
prehension, and damage to Wernicke’s area impaired production (Caramazza and Zurif, 1976).
Although the Broca-Wernicke view is still influential in both medicine and research (Moor-
man et al., 2012; Rutten, 2022), more recent neurobiological models do not attribute specific
language functions to single brain regions, but describe a dynamic network of regions contrib-
uting to the human capacity for language (Catani and Bambini, 2014; Hagoort, 2016; Hickok
and Poeppel, 2016). However, since the vast majority of neurolinguistic studies have been on
speech comprehension in isolated environments, there is much to be learned about production
and comprehension in naturalistic contexts (Pickering and Garrod, 2004; Silbert et al., 2014).

2.3.2 Current accounts of language processing

To date, neurolinguistic investigations of speech production have mainly focused on the pro-
duction of single words or phones, while investigations of comprehension have utilized more
complex stimuli (e.g., whole sentences). This is due to concerns about motion artifacts caused
by movement during articulation (AbdulSabur, 2014; Rauchbauer et al., 2019; Silbert et al.,
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2014). Consequently, the full extent of the production system is potentially unknown. Recent
neurolinguistic accounts present the following picture: In production, motor, premotor, subcor-
tical, and superior temporal activation is bilateral, while activation for linguistic processes in
frontal regions is left-lateralized (Price, 2010). Specifically, regions found to activate during
known operations of speech production are the following: (1) conceptual processing in the left
inferior frontal gyrus, left medial prefrontal cortex, left inferior and superior parietal lobule, and
left middle temporal gyrus (Binder et al., 2009), (2) word retrieval in the left inferior frontal
gyrus, left middle frontal gyrus and left inferior frontal sulcus (Jeon et al., 2009; Whitney et
al., 2009), (3) articulation in bilateral networks, including motor and premotor cortex, cerebel-
lum, the supplementary motor area, superior temporal gyrus and anterior insula (Brown et al.,
2009), and finally auditory feedback in bilateral auditory cortex and supplementary motor area
(Ven et al., 2009). These findings are in opposition to the comprehensive and bilateral network
that is known to subserve comprehension (see for example the dual-stream model for speech
processing in Hickok and Poeppel (2016)). It is however possible that production and com-
prehension processes to a greater extent recruit similar processes in conversation, in which the
speaker and listener roles are less distinguishable, than in isolation paradigms.

2.3.3 Production and comprehension in conversation

But which processes facilitate production and comprehension in conversation? No study has to
the best of my knowledge investigated the neural correlates of production and comprehension
respectively. However, two studies have investigated brain activation during real-time conver-
sation (AbdulSabur, 2014; Rauchbauer et al., 2020). AbdulSabur (2014) found that comprehen-
sion and production (modeled as one regressor and contrasted against narrative comprehension
and production) elicited activation in a number of linguistic and extra-linguistic networks, in-
cluding a left-lateralized language network (inferior frontal gyrus, superior and middle temporal
gyri, superior temporal sulcus), a mostly bilateral ToM network (including the medial prefrontal
cortex, precuneus, and inferior parietal lobule), areas inter alia related to cognitive control and
attention (left middle frontal gyrus and intraparietal sulcus), a visual network (medial occipital
lobe, posterior occipital lobe), and cerebellum.

Moreover, Rauchbauer et al. (2019) aimed to explore the neural correlates specific to human
social cognition by comparing brain activation during conversations with a human and conver-
sations with a robot. Their results from the human conversations bore many similarities with
the results in AbdulSabur (2014), i.e., cortical activation in largely bilateral regions typically
related to language, articulation, and action planning (superior temporal gyrus and sulcus, tem-
poral poles, left inferior frontal gyrus, central operculum, and supplementary motor area), vision
(lateral occipital cortex), and ToM (temporo-parietal junction). The results from AbdulSabur
(2014) and Rauchbauer et al. (2019) indicate that real-time conversation activates networks of
brain regions previously associated with core language functions and articulation, but also extra-
linguistic networks related to vision and ToM, possibly reflecting the online tracking of one’s
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interlocutor’s facial gestures and mental state. However, neither Rauchbauer et al. (2019) nor
AbdulSabur (2014) investigated activation during online production and online comprehension
individually. One goal of this thesis is to explore the neurocognitive basis of production and
comprehension respectively, utilizing data from Rauchbauer et al. (2020).

Speculating the underlying processes of production and comprehension, one fundamental
question arises: do production and comprehension recruit different processes in conversation?
Here, I suggest two competing perspectives. According to the first, production and compre-
hension essentially involve the same operations, meaning that overt articulation would be the
main distinction between the two. This perspective is on one level in line with the influential
Motor theory of speech perception (Liberman et al., 1967), according to which phonemic de-
coding of the speech input recruits brain regions related to articulation. The second perspective
is that production and comprehension recruit distinct processes (e.g., on the syntactic level).
For example, psycholinguistic evidence suggests that sentence comprehension relies on a set
of semantic and syntactic heuristics (e.g., ’the first incoming noun phrase is the agent of an
action’), that in many situations reduce the need for a full syntactic parse (Christianson et al.,
2001; Ferreira et al., 2001; Ferreira and Patson, 2007; Townsend and Bever, 2001). Arguably,
such heuristics would be irrelevant in production. The current study is an initial step toward
understanding the potential difference between production and comprehension processes within
the same conversational context.

2.3.4 Summary of comprehension and production

The understanding of which neural substrates that facilitate speech production and comprehen-
sion has evolved from a view of a one-to-one relationship between function and neural region
(Broca, 1861a; Wernicke, 1885/1977), to a more complex account that recognizes that language
recruits multiple dynamic networks (Hagoort, 2016; Hickok and Poeppel, 2016). To date, no
study has investigated the neural correlates of production and comprehension respectively dur-
ing real-time conversation, and therefore little is known with respect to how they diverge on
linguistic and extra-linguistic levels during real-world language use. This thesis aims to address
this gap in the literature.
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2.4 Aim and research questions

2.4.1 Aim

This thesis aims to shed light on the processes that subserve turn-taking, production, and compre-
hension in bidirectional conversation by mapping the cortical areas (sensory, motor, linguistic
and extra-linguistic) associated with these processes.

2.4.2 Research questions

1. Which processes are at play during the coordination of speaker change in conversation?

(a) Are extra-linguistic processes implicated in turn initiations or gaps?

(b) How do activated regions for turn initiations and gaps correspond to (i) the MD-
network and (ii) the ToM-network?

2. How do processes in production and comprehension diverge in the context of conversa-
tion?
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3 Method

The current study utilized raw fMRI data and transcribed speech data acquired by Rauchbauer
et al. (2020). In section ’3.1 Data’, I summarize the data set and its acquisition. In the sections
that follow ’3.1 Data’, I describe the procedure of the current study.

3.1 Data

Raw MRI images and TextGrid-formatted orthographic transcriptions were retrieved from the
’Multimodal Corpus of Bidirectional Conversation of Human-human and Human-robot Interac-
tion during fMRI Scanning’, provided by Rauchbauer et al. (2020). The MRI data was available
on OpenNeuro (https://hal.archives-ouvertes.fr/hal-02612820/), and the transcrip-
tions were available on Ortolang (https://www.ortolang.fr/market/corpora/convers/
v2). In this section, the procedure and experimental set-up in Rauchbauer et al. (2020) is sum-
marized.

Conversations between the participant (lying in an fMRI scanner) and a confederate (hu-
man/robot outside of the scanner) were held in the participant’s L1 (French). The interlocutors
were connected through (1) bidirectional audio (an active noise-canceling MR-compatible mi-
crophone and in-ear headphones), and (2) unidirectional video transmission (the participant saw
the confederate’s face on a video monitor, but not vice versa).

To provide a framework for naturalistic conversations, Rauchbauer et al. (2020) created
a cover story, according to which the experiment was sponsored by an advertising company
aiming to test whether their message could be determined during discussions between two inter-
locutors that had been presented with images from their campaign. The images (N = 6) portrayed
anthropomorphic fruit, half of which were rotten, and half of which bore resemblance to well-
known superheroes. In addition, participants were told that the human confederate (who was a
researcher) was a naive participant, and that the robot was autonomous (although the researcher
controlled the robot). After the experiment, each participant verbally confirmed that they still
believed the cover story.

The Rauchbauer et al. (2020) corpus consisted of conversations held by 25 native speakers of
French. Participants reported normal or corrected-to-normal vision and had no prior history of
psychiatric or neurological conditions. There were four runs per participant, each consisting of
six blocks with the following structure: an 8 sec presentation of the image of the fruit (PRES),
a 4 sec presentation of an inter-stimulus interval (ISI; a fixation cross), a 1 min conversation
with the robot or the human, and again a 4 sec ISI. In each run, three blocks were in the human
and three blocks were in the robot condition. Thus, each participant had a total of 12 min of
conversation with the human, and 12 min of conversation with the robot. Only data from the
human-human conversations were utilized in the first-level contrasts of the current study.

Rauchbauer et al. (2020) automatically segmented audio files of speech from individual
speakers into inter-pausal units (IPUs; blocks of speech surrounded by silence). They further-
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more visually inspected the output of the automatic segmentation and transcribed the IPUs in
Praat (Boersma and Weenink, 2022).

Rauchbauer et al. (2020) collected MRI data with a 3T Siemens Prisma, utilizing a 20-
channel head coil. The functional images were acquired using an EPI sequence with the fol-
lowing parameters: echo time (TE): 30 ms, repetition time (TR): 1205 ms, matrix size: 84 ×
84, field of view (FOV): 210 mm × 210 mm, voxel size (VS): 2.5 × 2.5 × 2.5 mm3, 54 slices
co-planar to the anterior/posterior commissure plane (axial), flip angle: 65°. Functional images
were acquired with multiband acquisition factor 3, meaning that three slices were acquired sim-
ultaneously. Structural images were acquired after the functional scanning. Parameters for the
acquisition of structural images were: TE: 0.002 ms, TR: 2.4 ms, FOV: 204.8 × 256 × 256 mm,
VS: 0.8 × 0.8 × 0.8 mm3, 320 slices (sagittal).

The purpose of this section was to describe the experimental set-up of Rauchbauer et al.
(2020), who acquired the data utilized in the current study (i.e., raw MRI data and orthographic
transcriptions in TextGrid-format). In what follows, I present the procedure of the current study.

3.2 The current study

3.2.1 Participants

Two participants included in the original data set were excluded in the current study: one because
of excessive head movement (movement > 4mm, see section ’3.2.3 Preprocessing’), and one
because of missing runs. Included in the final analysis were 23 participants (17 female, M age
= 28.8, SD = 12), resulting in a total of 12 · 23 = 276 min of human-human conversation (only
data from human-human conversations were utilized in this study).

3.2.2 Conversational events

To answer the research questions of this thesis, onsets and offsets of conversational events
were defined and extracted from the TextGrid-files with a python program (available on Git-
hub, https://github.com/carolinearvidsson/RobotfMRI). A total number of 6 event
classes were defined from the participant’s perspective (see Table 1). A turn initiation segment
was defined as a 600 ms time window followed by the participant’s taking of the floor (in other
words, the confederate had the prior turn). The duration of turn initiation segments were based
on the proposed minimum latency of production, from conceptual processing to articulation (In-
defrey and Levelt, 2004; Levinson and Torreira, 2015). Gaps were included to investigate the
neural correlates of coordinating speaker change. Gapc2p (confederate-to-participant) was a si-
lence that followed confederate speech and was followed by participant speech. Thus, a gapc2p
could coincide with a turn initiation.
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Table 1: Events utilized in the fMRI analyses. Production and comprehension were defined from the
participant’s perspective. - stands for unspecified.

Event Description Length (sec)
Turn initiation Time window ending at onset of participant’s turn 0.6
Gapc2p Between speaker silence, confederate to participant -
Gapp2c Between speaker silence, participant to confederate -
Production Participant speech -
Comprehension Confederate speech -
Pause Within speaker silence -

Moreover, a gapp2c (participant-to-confederate) was a silence that followed participant speech
and was followed by confederate speech. A production segment was defined as a time window
during which the participant spoke. A comprehension segment was defined as a time window
during which the confederate spoke. Production and comprehension segments sometimes over-
lapped (see Results section 4.1). Pauses were defined as silences within a speaker’s turn. Since
pauses were not a topic of investigation in the current study, pauses within the participant’s
and the confederate’s turn was considered as one single category and a single regressor in the
fMRI analyses. Figure 1 shows examples of turn initiation segments, and Figure 2 illustrates
production, comprehension, gaps and pause segments. Descriptive statistics on the number and
duration of the events were calculated in R (R Core Team, 2021).

Figure 1: Examples of turn initiation segments. A turn initiation was defined as a 600 ms time window
that preceded the participant’s taking of the floor. The image illustrates that the speech activity that
preceded the participant’s taking of the floor was, by construction, speech from the confederate, so that
a turn initiation did indeed end in a speaker change.
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Figure 2: Examples of five events utilized in the fMRI analyses (all but turn initiation). Production
(PROD) and comprehension (COMP)were defined from the participant’s perspective. Gapswere silences
that ended in a speaker change (confederate’s turn to participant’s turn (gapc2p) or participant’s turn to
confederate’s turn (gapp2c)). Pauses were silences within any speaker’s turn.

3.2.3 fMRI data preprocessing

The procedure of the fMRI preprocessing was adopted from Bendtz et al. (2022). As an ini-
tial preprocessing step, rigid body transformation (RBT; realignment) was performed using 6
parameters (translations and rotations) in order to correct for head movement during scanning.
After RBT, the head movements in coordinates x, y, and z were checked independently. One
participant had a headmovement > 4mm (considering all directions) and was therefore excluded
from the following analyses. The functional images were then coregistered to an anatomical im-
age (T1) and normalized to a standard Montreal Neurological Institute (MNI) space with affine
regularization. The normalization included a resampling of the voxels to 2 x 2 x 2 mm with a
4th degree B-spline interpolation. White and grey matter segmentation and bias correction were
conducted during the normalization step. Normalization allows for comparison of activation
across individual brains with slightly varying anatomical features (Wager and Lindquist, 2015).
Finally, functional images were spatially smoothed using a 3D isotropic 5 mm full-with-at-half-
maximum Gaussian kernel. A temporal high-pass filter (cycle cut-off at 128 sec, which is the
default cut-off in SPM12) was utilized to account for various low-frequency effects (Bendtz et
al., 2022).

3.2.4 First level analysis

The fMRI signal was modeled for 14 separate events/regressors and six motion parameters us-
ing a general linear model (GLM). The six events (1) turn initiation, (2) gapc2p, (3) gapp2c, (4)
production, (5) comprehension, and (6) pauses in the human condition were separately modeled
from their robot counterparts, which were also separately modeled as six separate regressors.
Henceforth, when these events are mentioned, they refer to those in the human condition. ISI
and PRESwere modeled as two separate regressors. No scan was left unmodeled. All regressors
(i.e., all except the motion parameters) were convolved with a canonical hemodynamic response

13



function. Five regressors were utilized in the contrasts: (1) turn initiation, (2) gapc2p, (3) gapp2c,
(4) production, and (5) comprehension. For each contrast (N = 5), one of the main regressors
was contrasted against the implicit baseline, by setting the main regressor to 1 and all other re-
gressors to 0. Contrasting regressors separately against the implicit baseline is a common way of
investigating brain activation during single events (Wager and Lindquist, 2015). The five con-
trasts were thus (1) turn initiation, (2) gapc2p, (3) gapp2c, (4) production, and (5) comprehension,
versus the implicit baseline.

3.2.5 Second level analysis

The second level (i.e., group level) analysis was conducted with one-sample t-tests on the con-
trast images defined at the first level: (1) turn initiation, (2) gapc2p, (3) gapp2c, (4) production,
and (5) comprehension. A cluster-forming threshold of puncorrected was set to .005 (no extent-
level threshold, k = 0). Family wise error (FWE), as implemented in SPM12, was utilized as
multiple comparison correction method (at the cluster and peak-level). Only clusters with pFWE

< .05 at cluster level were reported in the current investigation. The test-statistic of each cluster’s
highest peak (voxel) is also reported. No additional voxels were reported, even if they were sig-
nificant at pFWE < 0.05 at voxel level.

3.2.6 Visualization and anatomical localization

The results from this investigation were visualized using SPM12 and the Connectome Work-
bench visualization software (Marcus et al., 2011). All clusters are projected onto a midthick-
ness surface. Family wise error (FWE) correction was used at both the cluster and peak level as a
multiple comparison correction method. Only clusters with a pFWE < .05 were visualized. The
interpretation of activation with respect to anatomical areas was performed using the automated
anatomical labeling atlas (AAL3) (Rolls et al., 2020) in MNI space. Only cortical areas with a
cluster composition≥ 10%were reported (cluster composition corresponds to the percentage of
activated voxels in a given area). This limit has been utilized in previous research (Leplaideur
et al., 2021). The automatic labeling was furthermore complemented by visual inspection in
MRIcron (Rorden et al., 2007) using the AAL3 atlas (version 1).

14



4 Results

4.1 Number and duration of conversational events

Table 2 shows the number and central tendency of duration for the conversational events.

Table 2: Number and different measures of central tendency (duration in seconds) of the conversational
events. The events were extracted from a total of 276 min of human-human bidirectional conversation.
Since all turn initiation segments were 0.6 seconds, durational data of turn initiations are not reported.

Event N Mean Median SD Min Max
Turn initiation 2032 - - - - -
Gapc2p 1642 0.70 0.51 0.66 0.001 7.79
Gapp2c 1789 0.69 0.47 0.67 0.005 6.77
Production 3802 1.53 1.12 1.3 0.09 9.96
Comprehension 4033 2.96 1.60 3.38 0.08 24.13
Pause 2901 0.78 0.58 0.67 0.07 8.80

4.2 fMRI results

Results from the five contrasts (1) turn initiation, (2) gapc2p, (3) gapp2c, (4) production, and (5)
comprehension versus the implicit baseline are presented in Table 3. A full list of anatomical
areas with a cluster composition ≥ 10 assigned by AAL3 is available in Appendix A.1. It
should be noted that results reported here were similar, if not identical, to results observed with
an explicit baseline in terms of ISI (fixation cross).

4.2.1 Turn initiations and gaps

The main effects of turn initiation and gapc2p both included activation in motor, somatosensory,
and visual areas bilaterally (including within and around the right and left pre- and postcentral
cortex (PreCG/PoCG) and bilateral calcarine sulcus) (Figure 3 andFigure 4). The turn initiation
contrast uniquely revealed a significant cluster in the medial frontal cortex, along the supple-
mentary motor area (SMA), the median cingulate and paracingulate gyri (DCG), and the anterior
cingulate cortex (ACC). Contrary to gaps, turn initiations also activated the middle frontal gyrus
(MFG). No significant activation for the gapp2c contrast was observed.
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L R
Turn initiation

0 15

Figure 3: Brain activation for the contrast turn initiation. A turn initiation was defined as a 600 ms time
window that precedes the onset of the participant’s turn. The figure shows t-values for clusters with a
cluster-forming threshold of puncorrected = .005 (no extent-level threshold, k = 0). Only clusters with a
pFWE < .05 are reported. Note that the range of the scales do not reflect the exact max nor min value of
the unit of activation but is slightly adjusted to include values from all contrasts (which is customary).

L R
Gapp2c

L R

0 15 0 15

Gapc2p

Figure 4: Brain activation for the contrasts gapc2p (confederate-to-participant, left) and gapp2c
(participant-to-confederate, right). Gaps were defined as silences between the two speakers’ turns. Con-
trary to gaps preceding the participant’s turn (gapc2p), gaps preceding the confederate’s turn (gapp2c) did
not generate any significant clusters). See caption in Figure 3 to review the visualization settings.
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4.2.2 Production and comprehension

Activation for both production and comprehension was found in the bilateral temporal lobes
(although the clusters were larger in the left hemisphere), including the superior and middle
temporal gyri (STG/MTG) and the temporal poles (TPO) (see Figure 5). Activation in the in-
ferior frontal gyrus andmotor regionswas only observed in production, while activation in visual
areas (e.g., the occipital gyrus, and the fusiform face area) was more prominent in comprehen-
sion (see Appendix A.1 for a full list of anatomical areas activated in each condition). Activation
in parietal areas (specifically, the angular gyrus (AG)) was only observed in comprehension.

0 15

Production
L R

0 15

Comprehension
L R

Figure 5: Brain activation for the contrasts production (top) and comprehension (bottom). See
caption in Figure 3 to review the visualization settings.
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Table 3: Activations for the five contrasts (1) turn initiation, (2) gapc2p, (3) gapp2c, (4) production, and
(5) comprehension. The number of voxels is given for each cluster, together with the MNI coordinates
and t-value of the cluster’s maximum peak (local maxima). Prefixes ’R’ and ’L’ stand for right and left.

Anatomical region MNI Cluster Voxel
Local maxima
x y z Size pFWE t value pFWE

(1) Turn initiation
RPreCG 42 -8 32 1986 .001 t(22) = 8.23 .001
LPoCG -54 -6 26 2233 <.001 t(22) = 7.81 .002
SMA/ACC/DCG/LMFG -18 46 18 2796 <.001 n.s.
Calcarine sulcus 12 -66 10 1651 .002 n.s.

(2) Gapc2p

RPreCG 48 -24 26 4906 .007 t(22) = 5.91 <.001
RPoCG -42 -12 30 1589 .003 t(22) = 5.82 <.001
Calcarine sulcus 16 76 24 2136 .001 t(22) = 3.94 <.001

(3) Gapp2c

No significant clusters in the Gapp2c contrast

(4) Production
RSTG/RMTG/Rheschl 48 -28 2 4906 <.001 t(22) = 12.67 <.001
LMTG/LSTG/LIFG/LPoCG/OG -52 -24 -2 22560 <.001 t(22) = 12.10 <.001

(5) Comprehension
MTG/STG/OG/FFA/LAG -56 -26 0 16871 <.001 t(22) = 14.72 <.001

Note: See section ’3.2.4 First level analysis’ for detailed explanations of the contrasts. The cluster-forming
threshold was .005. Coordinates are given in MNI space. n.s. stands for nonsignificant. Abbreviations: ACC
– anterior cingulate cortex, AG – angular gyrus, DCG – median cingulate and paracingulate gyri, FFA – facial
fusiform area, heschl – heschl’s gyrus, IFG – inferior frontal gyrus, MFG – middle frontal gyrus, MTG – middle
temporal gyrus, OG – occipital gyrus, PoCG – postcentral gyrus, PreCG – precentral gyrus, SMA – supplementary
motor area, STG – superior temporal gyrus.
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5 Discussion

5.1 Turn initiations and gaps

This thesis investigated brain activation during turn-taking to shed light on the potential pro-
cesses involved in coordinating the rapid exchange of speaker turns. Turn initiation activation
was observed in areas outside of core language, motor, and sensory regions. This has implic-
ations for models for production planning (e.g., Bock and Levelt, 2002; Indefrey and Levelt,
2004), that tend to focus more on the core linguistic, articulatory, and sensory (rather than the
pragmatic) processes involved in planning speech.

Turn initiations recruit regions within the multiple demand (MD) network, such as the an-
terior cingulate and paracingulate cortex (in the medial prefrontal cortex) and the middle frontal
gyrus (Duncan, 2013). Activation in the medial prefrontal cortex and the middle frontal gyrus
has been associated with cognitive control, and specifically attentional control (Duncan, 2013;
Japee et al., 2015). Attentional control denotes the regulatory processes that enable the rapid
switching between tasks (Arts et al., 2009; Leber, 2010). Activation in the anterior cingulate
cortex and the middle frontal gyrus is also frequently associated with the capacity for ToM, i.e.,
forming metarepresentations of one’s own and other’s mental states (Abu-Akel and Shamay-
Tsoory, 2011; Schurz et al., 2014; Vogeley et al., 2001). Activation in the anterior cingulate
cortex has repeatedly been observed in the ’Mind in the eyes’ task, which assesses the abil-
ity to read a person’s mental state by looking at their facial/eye gestures (Baron-Cohen et al.,
1999; Mitchell et al., 2005; Schurz et al., 2014). Representing the mental state of one’s in-
terlocutor may be a basic aspect of formulating the intended (speaker) meaning behind one’s
upcoming utterance (Austin, 1973). Importantly, both cognitive control and ToM are closely
linked to numerous aspects of pragmatic processing (see Matthews et al. (2018) for a review
with a developmental perspective). Thus, the initiation of one’s own turn can be regarded as
a pragmatic activity, potentially involving directing attention to different turn-ending cues, but
also constructing representations of other’s mental states.

As with activation during turn initiations, activation during gaps that precede one’s own
turn (i.e., gapc2p segments) was found in the primary sensorimotor cortex (the bilateral pre-
and postcentral gyrus) and the visual cortex (the bilateral calcarine sulcus). Spatial overlap of
activation in turn initiations and gapc2p segments was expected, since turn initiations and gapc2p
segments could by definition overlap in time (i.e., in cases where a turn initiation involved a
silence, see section 3.2.2). The recruitment of motor areas prior to speaking supports accounts
of motor preparation during speech planning (Indefrey and Levelt, 2004; Levinson and Torreira,
2015). This thesis is, to the best of my knowledge, the first to evidence for such motor planning
in a conversational context with fMRI.

Interestingly, no significant activation was found during gaps that followed one’s own turn
(gapp2c segments). One possible explanation for this is that after one has released the floor and
the floor is to be taken by (and is expected to be taken by) one’s interlocutor, the brain is essen-
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tially in a state of rest. However, since there was a large variation with respect to the duration of
gapp2c segments, the lack of significant activation during these events may be explained in part
by the potential range of situation-dependent processes operating during gapp2c segments. For
example, the processes active during long gapp2c segments may differ significantly from pro-
cesses active during very short gapp2c segments; while there might not be any effortful computa-
tion at play directly after releasing one’s own turn, longer silences may elicit thought processes
related to planning the continuation of one’s turn. Although Sacks et al. (1978) do not make any
explicit statements regarding the cognitive underpinnings of turn-taking, such a hypothesis can
be formed from their turn-taking model, since the model states that the speaker that releases the
floor will retake the floor if their interlocutor(s) chooses not to initiate a turn. This hypothesis is
supported by previous findings, showing that pauses (intra-speaker silences) tend to be longer
than gaps (Heldner and Edlund, 2010; Levinson and Torreira, 2015), which was also the case
in the current dataset (again, see section 3.2.2 for the duration of conversational events in the
dataset).

5.2 Production and comprehension

Production and comprehension were found to mainly recruit core language regions the tem-
poral lobes. These regions are frequently associated with auditory and linguistic processing
(Hagoort, 2016; Hickok and Poeppel, 2016; Price, 2010). The results support previous findings
from naturalistic speech processing, showing bilateral activation in middle, anterior, and pos-
terior temporal regions during comprehension and production (AbdulSabur, 2014; Rauchbauer
et al., 2020; Silbert et al., 2014). Since production and comprehension sometimes overlapped
temporally in the model (see Figure 2 and section 4.1), non-overlapping spatial activation will
be the main focus of the following discussion to shed light on the differences between production
and comprehension in conversation.

An interesting difference between production and comprehension was that significant ac-
tivation in the left inferior frontal gyrus was only observed in production. The inferior frontal
gyrus consists of Broca’s area (Hagoort, 2016), which, according to long-held views, plays a
crucial role in syntactic processing (Schell et al., 2017; Tyler et al., 2009). There are at least
two possible explanations for this asymmetry. The first was suggested by Chang et al. (2018)
and further elaborated on by Hickok (2022), according to which Broca’s area plays a larger role
in syntactic processing during production, while the posterior part of the middle temporal gyrus
is the key node for syntactic processing in both production and comprehension. This model
(which in many ways is reminiscent of the classical Broca-Wernicke view, see section 2.3.1)
has found support from lesion studies, showing that individuals with receptive agrammatism
(difficulty with processing basic syntactic input) mainly had lesions in the posterior temporal
lobe (Rogalsky et al., 2018), while individuals with productive agrammatism (difficulty with
producing basic syntactic output) had lesions in the left inferior frontal gyrus (Butterworth and
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Howard, 1987). However, it appears that the reality regarding the division of labor between the
left inferior frontal gyrus and the middle temporal gyrus is more complex. For example, in an
fMRI study conducted on 204 participants, Uddén et al. (2019) found that differential activation
in the left inferior frontal gyrus and anterior and posterior parts of the middle temporal gyrus
during comprehension was linked to the order in which constituents were presented in the input
(i.e., whether a verbal head was followed or preceded by its arguments). The second possible,
and also very likely, explanation for the divergent activation in inferior frontal regions between
production and comprehension in the current data is that the two functions generally involve
different operations on the syntactic level (this explanation was touched upon in the background
section 2.3.3). For example, during production, the speaker presumably has to construct com-
plete and detailed syntactic representations, while comprehensionmainly relies on the utilization
of syntactic and semantic heuristics that reduce the need for a full syntactic parse (Christianson
et al., 2001; Ferreira et al., 2001; Ferreira and Patson, 2007; Townsend and Bever, 2001).

The visual system in the occipital lobe (Schiller, 1986) was recruited during both production
and comprehension. This is not very surprising, considering that the participants were looking
at a screen (showing the confederate’s face) during the conversations. However, larger aspects
of the visual cortex were recruited during comprehension (Figure 5). In particular, activation
in the fusiform face area, which inter alia is linked to processing facial expressions (Ganel et
al., 2005), was associated with comprehension. This evidence complements the extensive psy-
cholinguistic literature suggesting that auditory speech processing is closely linked to visual
perception. Consider for example the well-known McGurk effect (McGurk and MacDonald,
1976), in which the lip movements of a speaker affects the listener’s speech sound perception
(McGurk and MacDonald, 1976). It is also likely that the tracking of one’s interlocutor’s facial
gestures is more active during comprehension.

Finally, the parietal lobe (specifically, the left angular gyrus) was only significantly activated
during comprehension. The angular gyrus is recognized as a cross-modal hub that integrates in-
formation frommultiple modalities to generate coherent mental representations (Seghier, 2013).
Among many other crucial functions, the left angular gyrus plays a key role in language com-
prehension. For example, infants (0;3) show strong fMRI activations in the left angular gyrus
for normal but not reversed speech from their mother (Dehaene-Lambertz et al., 2002). The
current findings work as further indications for the important role of the left angular gyrus in
comprehension.

5.3 Possible limitations

An issue that needs consideration is the noisy fMRI environment inwhich the conversationswere
held, and its implications on the results. During data acquisition, the sound from an MR scanner
is very loud (around 99-125 dB) (Hattori et al., 2007). In noisy environments, utterances become
shorter, while the number of overlaps during turn transitions and the length of silences increases
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(Hadley et al., 2019; Sørensen et al., 2020). Such a tendency could be observed in the current
data. For example, gaps that preceded a participant’s turn were 510 ms on average (median),
which is slightly longer than gaps found in Dutch and French face-to-face conversations (Dutch:
318 ms, French: 451 ms) (Campione and Véronis, 2002; Heldner and Edlund, 2010). One
possible contributing factor to this change in conversational structure is that some turn-ending
cues in the speech signal (e.g., syntactic, prosodic) are difficult to access in noisy environments.
If these delays were indeed due to an increased effort in timing speaker change, the activation
of attention regions in the medial prefrontal cortex may have been stronger than in less noisy
environments. However, if that was true, such an effect would also be expected during other
events, such as production and comprehension.

It has been argued that production and comprehension during conversation are too tightly
intertwined to be investigated as separate events (AbdulSabur, 2014). For example, AbdulS-
abur (2014) points out that listeners frequently provide backchannels (Sacks et al., 1978), while
speakers ’listen’ to their interlocutor by processing verbal or non-verbal cues while speaking.
Psycholinguistic research on processing question-answer pairs also suggests that listeners begin
planning their response before their interlocutor has finished producing the question (Bögels
et al., 2015b). In addition, overlapping speech is common in conversation (Heldner and Edlund,
2010; Levinson and Torreira, 2015; Sacks et al., 1978), and this was also true in the current data
(see section 4.1). However, the current study has shown that the separation of production and
comprehension can generate results that point to meaningful distinctions between the two pro-
cesses (e.g., the role of the left inferior frontal gyrus in production), even during conversation.

The lack of activation during gapc2p segments in regions involved in turn initiations needs
further consideration. Firstly, there were naturally more turn initiations than gapc2p segments
(turn initiations occurred before the participant’s turn regardless of whether the turn followed
a silence or not, while gapc2p segments only occurred when there was a silence before the par-
ticipant took the floor). Presumably, this affected statistical power. Secondly, turn initiations
were consistent in their duration, while there was no minimum or maximum limit of gapc2p seg-
ments, which ranged from 0.001 to 7.79 sec in the dataset (see section 4.1). One obvious out-
come of the varying duration within the same event is that long gapc2p segments likely involve
a wider range of processes than shorter gapc2p segments. This could mean that the heterogen-
eity concerning the location of brain activation (which depends on the processes active) was too
large to generate significant results.

Furthermore, the classification of the conversational events was based on inter-pausal units
(IPUs) that were automatically segmented by Rauchbauer et al. (2020). Table 2 shows that the
IPUs in the data were surrounded by silences (pauses) as short as 70 ms. Although definitions
vary, a common definition of IPUs in the psycholinguistic literature is blocks of speech surroun-
ded by silences≥ 180-200 ms (Ishii et al., 2017; Rauchbauer et al., 2020; Sørensen et al., 2021;
Watanabe et al., 2005). If such a definition had been utilized in the current study, the IPUs and
the silences surrounding themwould naturally have had longer durations. Longer conversational
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events may have had positive implications for the current study, since fMRI has relatively low
temporal resolution compared to for example electroencephalography (EEG), which has poorer
spatial resolution (Kemmerer, 2014) and therefore would be an inadequate method for answer-
ing the current research questions. However, the results from the current study do indicate that
the utilization of many and very short events (which is unusual in fMRI studies) can generate
reasonably expected and interpretable brain activations, especially when the short events are
consistent in duration (such as the turn initiations in the current study).

5.4 Ethical statement

This thesis was written within a larger research project aiming to investigate the neural correlates
of conversation. Before conducting the present study, we wrote an ethics application for col-
lecting and analyzing fMRI data from conversations, which was approved by the Swedish Eth-
ical Review Authority (Dnr: 2021-06225-01). After receiving the approval, we discovered the
corpus provided by Rauchbauer et al. (2020). We determined that the utilization of the already
existing corpus for an initial study (that could function as a basis for forthcoming investigations)
was appropriate from both a practical and ethical standpoint. The acquisition and availability of
the Rauchbauer et al. (2020) corpus were approved by the ethics committee ’Comité des Pro-
tection des Personnes Sud Mediterranneé I’. No sensitive data has been utilized or reported in
the current study, which has been conducted in accordance with the EU’s data protection law.

5.5 Future directions

This study utilized a novel approach of categorizing features of conversation into fMRI events.
There was no significant effect when contrasting activation during gaps that followed one’s own
turn with the implicit baseline. However, since research suggests that speakers are sensitive to
the timing in turn-taking (Bögels et al., 2020; Bögels et al., 2015a), it is reasonable to hypothesize
that activation during short gaps that follow one’s own turn differs from long gaps of the same
kind. Also, according to the model from Sacks et al. (1978), the speaker will retake the floor if
their interlocutor does not initiate a turn at a transition relevant place (TRP), to avoid a prolonged
silence. Thus, I suggest comparing activation during gaps preceding one’s own turn and pauses
within one’s turn, to further shed light on the processes subserving the coordination of speaker
change.

Considering that turn initiations appear to recruit medial frontal regions associated with
attentional control, it would be interesting to investigate whether there is a relation between
domain-general skills and conversational turn-taking behaviors. For example, situations in
which one is ready to claim the floor, but waits for their partner to finish their turn, may re-
quire cognitive control (e.g., inhibition).

One conversational setting that has not been explored in an interactive fMRI paradigm is
conversations with more than two speakers. Previous fMRI studies suggest that brain activation
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during the same task differs depending on whether the task is performed in an interactive context
or not (Bašnáková et al., 2015), and that activation in ToM regions is stronger when one produces
an utterance that is directed to another person, rather than not directed to anyone (Kuhlen et
al., 2017). However, little is known with regards to the underlying processes of (1) listening
to utterances directed to someone else in an interactive context, and (2) coordinating speaker
change when there are three or more individuals that compete over the floor.

6 Conclusions

The present fMRI study investigated brain activation during turn-taking, production, and com-
prehension, to shed light on the processes at play during bidirectional conversation.

The analyses showed that turn initiations involve processes outside of a core language net-
work. Turn initiations activated regions within the multiple demand (MD) and the theory of
mind (ToM) networks (the medial prefrontal cortex and the middle frontal gyrus), suggesting
that coordinating speaker change involves pragmatic processes (related to cognitive/attentional
control and theory of mind) that tend to be given less attention in models of speech preparation.

Motor activation was observed during turn initiations and gaps preceding one’s own turn,
confirming that motor activation is present during speech planning. No significant activation
was observed during gaps that followed one’s own turn. This suggests that the speaker is in a
state of rest after releasing the floor.

Both production and comprehension recruited auditory and core-language regions in the
perisylvian cortex (bilateral temporal lobes). Activation in the left inferior frontal gyrus (and
motor regions) was associated with production, meaning that production and comprehension
may recruit different processes (e.g., on the syntactic level). Activation in the fusiform face
area was associated with comprehension, confirming that speakers rely on the facial gestures
of their interlocutor when processing speech input. Activation in the parietal cortex (the left
angular gyrus) was only associated with comprehension, supporting the notion that the angular
gyrus plays a crucial role in perceiving speech, also in conversational contexts.
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A Supplemental tables

A.1 fMRI results (Extended table)

Table 4: Activated areas highlighted by the five contrasts (1) turn initiation, (2) gapc2p, (3) gapp2c, (4)
production, and (5) comprehension. The number of voxels is given for each cluster, together with theMNI
coordinates and t-value of the cluster’s maximum peak. Only cortical areas with a cluster composition
≥ 10% are reported. Cluster composition was defined as the percentage of voxels in each area assigned
using AAL3)

Anatomical region MNI Cluster Voxel
Local maxima
x y z Size pFWE t value pFWE

Turn initiation (cluster 1/4)
Right Precentral gyrus 42 -8 32 1986 .001 t(22) = 8.23 .001
Right Postcentral gyrus
Right Rolandic operculum

Turn initiation (cluster 2/4)
Left Postcentral gyrus -54 -6 26 2233 <.001 t(22) = 7.81 .002
Left Precentral gyrus
Left Rolandic operculum

Turn initiation (cluster 3/4)
Bilateral SMA -18 46 18 2796 <.001 n.s.
Bilateral ACC
Left MFG (5.959)
Bilateral Median Cingulate/
Bilateral Paracingulate gyri

Turn initiation (cluster 4/4)
Bilateral Calcarine sulcus 12 -66 10 1651 .002 n.s.
Bilateral Lingual gyrus

Gapc2p (cluster 1/3)
R Precentral gyrus 48 -24 26 4906 .007 t(22) = 5.91 <.001
R Postcentral gyrus
R Rolandic operculum

Gapc2p (cluster 2/3)
Continued on next page
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Continued from previous page
Anatomical region MNI Cluster Voxel

Local maxima
x y z Size pFWE t value pFWE

L Postcentral gyrus -42 -12 30 1589 .003 t(22) = 5.82 <.001
L Precentral gyrus
L Rolandic operculum

Gapc2p (cluster 3/3)
Bilateral Calcarine sulcus 16 76 24 2136 .001 t(22) = 3.94 <.001
Bilateral Cuneus
Right Lingual gyrus
Left Superior occipital gyrus

Gapp2c

No significant clusters in the Gapp2c contrast

Production (cluster 1/2)
Right STG 48 -28 2 4906 <.001 t(22) = 12.67 <.001
Right MTG
Right TPO
Right Rolandic operculum
Right Heschl gyrus

Production (cluster 2/2)
Left MTG -52 -24 -2 22560 <.001 t(22) = 12.10 <.001
Left STG
Left TPO
Left IFG (tri, orbi, oper)
Left Heschl gyrus
Left Postcentral gyrus
Left Rolandic operculum
Left Precentral gyrus
Biateral Occipital gyrus
Biateral Lingual gyrus
Biateral Insula

Continued on next page
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Continued from previous page
Anatomical region MNI Cluster Voxel

Local maxima
x y z Size pFWE t value pFWE

Comprehension (cluster 1/1)
Bilateral MTG -56 -26 0 16871 <.001 t(22) = 14.72 <.001
Bilateral STG
Bilateral TPO
Bilateral Heschl gyrus
Bilateral Occipital gyrus
Bilateral Fusiform area
Bilateral Lingual gyrus
Left Angular gyrus
Left Rolandic operculum

Note: See section ’3.2.4 First level analysis’ for detailed explanations of the contrasts.

The cluster-forming threshold was .005. Coordinates are given in MNI space. n.s. stands for nonsignificant.

37



Stockholm University

SE-106 91 Stockholm, Sweden

Telephone +46 (0)8 16 20 00

https://www.su.se/


	Introduction
	Background
	Toward a neurocognitive account of conversation
	Conversational turn-taking
	The systematic properties of turn-taking
	Coordinating speaker change
	Summary of conversational turn-taking

	Production and comprehension
	The classical Broca-Wernicke view
	Current accounts of language processing
	Production and comprehension in conversation
	Summary of comprehension and production

	Aim and research questions
	Aim
	Research questions


	Method
	Data
	The current study
	Participants
	Conversational events
	fMRI data preprocessing
	First level analysis
	Second level analysis
	Visualization and anatomical localization


	Results
	Number and duration of conversational events
	fMRI results
	Turn initiations and gaps
	Production and comprehension


	Discussion
	Turn initiations and gaps
	Production and comprehension
	Possible limitations
	Ethical statement
	Future directions

	Conclusions
	References
	Appendix Supplemental tables
	fMRI results (Extended table)


