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Abstract

Persistent non-target language co-activation in spoken and visual language
comprehension has been found both at the word-level and at the level of a sentence,
although in the latter case, sentence bias has been observed to modulate the co-activation
which can create lexical competition. In the case of trilingual speakers, both non-target
languages may potentially compete with the third language (L3). The current study aimed
to investigate how cross-linguistic (or interlingual) competition across three languages is
modulated by sentence bias while listening to the L3. Of particular interest was whether
top-down sentential information would modulate not only single but also double bottom-
up driven cross-linguistic competition.

A picture-word recognition task was given to 44 L1 Russian L2 English late L3 Swedish
learners, listening to Swedish sentences online while their reaction times and accuracy
were collected. The results revealed shorter processing times and higher accuracy for
high- compared to low-constraint sentences and overall lower accuracy (and slower
reactions in high-constraint sentences) when an L1 Russian competitor’s translation
phonological onset overlapped with a Swedish target word. The findings suggest that
when trilinguals were processing their L3 speech, top-down information from the
sentential context did not modulate the bottom-up guided L1 phonological competition.
However, the effect of an L2 English L3 Swedish cognate competitor was not significant.
This pattern of results is in line with BLINCS (Shook & Marian, 2013), which assumes
gradual co-activation decay (i.e., a strong cross-linguistic competition effect might be
observed in the end-course reaction times) and a direct visual information influence on
linguistic processing. It is, however, inconsistent with the BIA+ model (Dijkstra and Van
Heuven, 2002), which predicts that a high-constraint sentence context can modulate
cross-linguistic competition, particularly, at later processing stages.
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BIA+.



Tresprakig igenkanning
av talat ord

Tvarlingvistisk konkurrens fran ett eller tva icke-malsprdk i en
meningskontext

Yulia Kashevarova

Abstrakt

Ihallande samaktivering av icke-malsprak i talad och visuell sprakforstaelse har hittats
bade pa ordniva och pa meningsniva, dven om i det senare fallet har meningsbias
observerats for att modulera samaktiveringen som kan skapa lexikal konkurrens. Nar det
galler tresprakiga talare kan bada icke-malspraken potentiellt konkurrera med det tredje
spraket (L3). Den aktuella studien syftade till att undersoka hur den tvarlingvistiska (eller
interlinguala) konkurrensen mellan tre sprak moduleras av meningsforspanning nar man
lyssnar pa L3. Av sarskilt intresse var huruvida top-down meningsinformation skulle
modulera inte bara enstaka utan ocksa dubbel-bottom-up-guidade tvarlingvistisk
interferens.

En bild-ordsigenkanningsuppgift gavs till 44 L1 ryska L2 engelska senldarda L3 svenska
talare, som lyssnade pa svenska meningar online medan deras reaktionstider och
noggrannhet samlades in. Resultaten avslojade kortare bearbetningstider och hdgre
noggrannhet for meningar med hog jamfort med meningar med lag begransning och lagre
noggrannhet (och langsammare reaktioner i meningar med hég begréansning) totalt nar en
L1 rysk konkurrents fonologiska Gversattningsstart dverlappade ett svenskt malord.
Resultaten tyder pa att nar tresprakiga bearbetade sitt L3-tal, modulerade top-down
information fran sententiella sammanhang inte den bottom-up guidade L1 fonologiska
konkurrensen. Effekten av en L2 engelsk L3 svensk besléktad konkurrent var dock inte
signifikant. Detta resultatmonster &r i linje med BLINCS (Shook & Marian, 2013), som
forutsatter ett gradvis samaktiveringsforfall (dvs. en stark tvarlingvistisk
konkurrenseffekt kan observeras i slutforloppets reaktionstid) och en direkt visuell
informationsinflytande pa spraklig bearbetning. Det & dock oférenligt med BIA+
(Dijkstra och Van Heuven, 2002) som forutsédger att en meningskontext med hdg
begransning kan modulera tvarspraklig konkurrens, sarskilt i de senare
bearbetningsstadierna.

Nyckelord
Tresprakig talbehandling, tvarlingvistisk konkurrens, meningskontext, BLINCS, BIA+.
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1. Introduction

When a multilingual speaker hears a sentence in their non-native language, the process
of word recognition is so fast that it may seem unthinkable that, to be selected, a word
has to compete against other lexical items within its own and across other languages the
speaker knows (Shook & Marian, 2019). The more similar the words sound, the more
competition there is (Lagrou et al., 2013b), which results in the brain taking longer to
select or process and integrate such words. Consistent cross-linguistic competition
regardless of the input language has led to the conclusion that lexical access to an integral
semantic store is non-selective, meaning that the top-down processes guided by the
preceding context information cannot completely or unconditionally eliminate this
bottom-up guided interference (Duyck, 2007). Understandably, the complexity of mental
lexicon organisation increases with additional languages.

Moreover, such complexity has consequences. On the one hand, it has been suggested
that the need to manage several languages can allow multilingual speakers to become
better at doing general executive control tasks especially for older bilinguals (Bialystok,
2009 but see Dufabeitia et al., 2014); provide a bigger cognitive reserve to older adult
trilingual compared to bilingual speakers (Schroeder & Marian, 2017); and make
multilinguals better at decision-making (Keysar et al., 2012). Furthermore, bilingual
learners have been shown to acquire another non-native language more easily than
initially monolingual speakers (Szubko-Sitarek, 2015).

On the other hand, along with the positive findings supporting the bilingual cognitive
advantage, numerous studies have failed to obtain compatible results (Dufiabeitia et al.,
2014; Anton et al., 2016). Furthermore, sharing one brain’s capacity across several
languages means using each lexical item less frequently and accurately, potentially,
building weaker lexical connections as captured by the weaker links hypothesis (Gollan
etal., 2008; 2011; but see Bylund et al. (2022) for the language learning history account).
Italso requires resolving the competition from similar words within and across languages,
which altogether can make word retrieval less efficient (Spivey & Marian, 1999),
resulting in processing delays and difficulties in comprehension (Shook et al., 2015;
Dijkgraaf et al., 2019).

Several studies on auditory sentence comprehension have found that, although the general
processing pattern does not differ across monolingual and L1 or L2 listening bilingual
groups, bilinguals tend to be slower and show weaker lexical access in both of their
languages (Shook et al., 2015). Unsurprisingly, the more languages added into one mental
lexicon, the more factors that come into play (e.g., proficiency, the age of acquisition and
use of each language), and cross-linguistic competition might also increase as a result of
a bigger number of interfering items. Several studies have used a word recognition task
to explore interlingual competition and understand whether and to what extent it may be

modulated by top-down information, provided by the task demands or sentential context.
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At the word-level, it has been repeatedly found that top-down context information cannot
completely eliminate the influence of bottom-up visual and auditory information
(provided by the strings of sounds or letters), but the scope of this influence can be
modulated by the preceding linguistic context (e.g., the language of instructions or texts
read before the task), which, in its turn, can be affected by, e.g., language status or L2
proficiency (Van Hell & Dijkstra, 2002; Marian & Spivey, 2003; Spivey & Marian,
1999).

At the same time, parallel language activation can create a facilitative effect by priming
the following word through bottom-up co-activation due to the form overlap (Carreiras et
al., 2005). Moreover, cases of extreme cross-linguistic similarity, e.g., cognates, words
which share both form and meaning (Sunderman & Schwartz, 2008), have demonstrated
a robust facilitative effect (faster reaction times and higher accuracy rates). This
facilitation effect can become cumulative for trilinguals, processing cognates sharing the
status across three compared to two languages (Lemhdofer et al., 2004; Szubko-Sitarek,
2011). Although the cumulative cognate effect has shown to depend on the speakers’ L3
proficiency, once visible, it appears to stay robust regardless of the prior language context
(Van Hell & Dijkstra, 2002).

While cross-linguistic co-activation has been observed to be persistent at the single-word
level in both visual and spoken modalities, sentential context studies have found
diverging results. In sentences, interconnected words create another level of meaning,
which, along with the single-word interpretations, can be guided by speakers’ context-
based expectations and predictions, which appear to interact with word-level processes.
In order to understand the relation between a sentence context and cross-linguistic co-
activation, several studies have explored the recognition of interlingual cohorts,
homophones or cognates in semantically low (providing no bias towards any word) and
highly constraining (biasing towards a target) sentences.

It has mostly been found that the semantically low-constraint sentence context is not able
to significantly modulate cross-linguistic co-activation, but the results for constraining
sentences and/or later processing stages diverge. While in some cases, the cross-linguistic
competition was modulated by the high-constraint sentence context (Chambers & Cooke,
2009), in others, the modulation was not significant (Lagrou et al., 2013a, b). In a seminal
study, Van Assche et al. (2011) (replicated by Kurnik (2016)), observed a robust cognate
facilitation effect in both context conditions, similarly to Dijkstra et al. (2015).

In general, the interaction between cross-linguistic co-activation and sentential context
appears to be sensitive to such factors as the language of input (native or nonnative)
(Shook et al., 2015), the degree of cross-linguistic similarity (Van Assche et al., 2011),
the level of semantic constraint (Chambers & Cooke, 2009), the task (Lijewska, 2022),
the critical words’ lexical properties (e.g., concreteness) (Van Hell & de Groot, 2008),
and the processing stage (Libben & Titone, 2009).
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Crucially, most of the findings are limited to bi-, not multilingual language processing,
leaving open the gquestion of how and whether adding one more language may change the
situation. Research on trilinguals, to date, is vastly restricted to single-word processing
and third-language acquisition. The results of the few studies in the field suggest that it
might be possible to apply some knowledge about bilingual language processing to
multilingual speakers (Blank & Llama, 2019). However, more research is needed to
understand to what extent and regarding which factors such generalisation is possible,
because there is also evidence of differences between the two populations, e.g., with
respect to the time-course of the use of sentential semantic cues or the cognate facilitation
effect, which has not always been found for trilingual speakers (Lijewska, 2022).

Possibly one of the most important findings on trilingual word recognition is that,
similarly to bilinguals, their lexical access is also nonselective (Lemhofer et al., 2004;
Bartolotti & Marian, 2018). As mentioned above, cross-linguistic co-activation can be
accumulated across three languages (Lemhofer et al., 2004; Szubko-Sitarek, 2011) and,
similarly to bilinguals, it can be driven by covert co-activation of lexical items, occurring
due to the translation equivalents’ form similarity, without any direct form overlap with
the input (Bartolotti & Marian, 2018; Shook & Marian, 2019).

However, the recent and, seemingly, unique-to-date, study on ‘triple’ cognate recognition
in low- and high-constraint L3 (or L2 for some participants) sentences by Lijewska (2022)
failed to observe the cognate facilitation effect regardless of sentence constraint, which is
inconsistent with the research on bilinguals. Crucially, there seems to be no research on
trilingual word recognition in spoken sentences. Although orthographic and phonological
overlap effects have been shown to interact (Shook & Marian, 2013), there are crucial
differences between spoken and written language comprehension which make speech
processing arguably more complex than reading. For example, one difference concerns
the sequential and instantaneous nature of speech, compared to the whole-piece-present
written word. Thus, the findings regarding written language may not necessarily be
applied to speech comprehension.

A large and possibly increasing number of trilingual speakers in the world and in Sweden,
in particular, on the one hand, and the scarcity of the research on this population, on the
other, make trilingual speakers an important group to explore. Additionally, research on
multilinguals provides new opportunities for an experimental set-up in which the relative
effect of several factors can be captured within one framework. For instance, little is
known about how a sentential context modulates cross-linguistic competition, enhanced
by the coactivation of multiple-languages, spread across various representational levels
(e.g., phonological and/or semantic). Finally, addressing more language combinations
expands knowledge in the field, in particular, regarding the effect of cross-lingual
similarity, known to affect language processing and acquisition (Aleman Bafion &
Martin, 2021; Bardel & Falk, 2007).



The current study investigates how cross-linguistic competition of varying degrees
(between two or three languages) and kinds (overt L1-L.3 phonological and covert L2-L.3
cognate interference) interacts with the low- or high-constraint L3 spoken sentence. In
particular, the question is whether the overt-covert cross-linguistic competition becomes
cumulative, resulting in the modulation or elimination of the high-constraint sentence
effect. For these purposes, 44 L1 Russian L2 English late L3 Swedish learners, living in
Sweden, were given a task to recognise spoken words in Swedish low- and high-
constraint sentences, while, in the critical trials, target words phonologically overlapped
with competitors’ Russian translations, whose English equivalents were English-Swedish
(non)cognates. The process through which an additional L2-L3 cognate effect may occur
is discussed within the BLINCS model account of cascaded overt and covert co-activation
(Shook & Marian, 2013) while the interaction between the top-down sentence context
effect and bottom-up driven cross-linguistic competition is also discussed within the
BIA+ model (Dijkstra and VVan Heuven, 2002).

2. Theoretical framework

2.1 Speech processing

Speech is the earliest form of language we learn. Further in life it develops to create
possibly the most frequent way of expressing and comprehending a language in both
monolingual and multilingual environments (Grosjean, 2013). Speech comprehension
involves fast and automatic decoding of an acoustic signal into meanings through mental
functions, serving to retrieve words, which are normally embedded into sentences,
situated in a contextualised discourse (Dahan & Magnuson, 2006). Importantly, while
this process does not require any additional knowledge of how to write or read, it is, in
fact, extremely complex in its core (Cutler, 2012).

To begin with, speech components are instantaneous and disappear in their perceived
form immediately. Furthermore, a phonological form is not the only representation of a
spoken word. In order to retrieve the item’s meaning and situate it into a given context,
brains have to involve their phonological memory which retains the received information
while the item’s syntactic and lexico-semantic information bits are being analysed
(\Vallar, 2001). Moreover, since the spoken language unfolds over time, new information
becomes available sequentially, making it necessary to update meaning-retrieval-
decisions.

Natural speech does not usually consist of single words but rather utterances.
Understanding those utterances involves recognising the embedded words separately and
as a whole. For this purpose, the received auditory input is mapped onto representations
of words, stored in the speaker’s mental lexicon (Weber & Scharenborg, 2012).
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Seemingly effortless, the mapping process with the following retrieval of a relevant item
is complex even within one language. Certain features of speech are responsible for this.

Firstly, “even slow speech is fast” (Cutler, 2012: 33), considering how much changing
and diverse information needs to be processed. Secondly, different words resemble each
other (e.g., bone, boat, bowl, pronounced in British English as /baon/, /baut/, and /baul/?,
differ in one final phoneme only). This happens because a potentially infinite number of
words is composed of a finite number of phonemes within a language (Cutler, 2012: 48;
Weber & Scharenborg, 2012). Thirdly, speech is variable across communities speaking a
language and even within one community. The speaking rate and style can differ
depending on the context surrounding a phoneme, e.g., in the process of assimilation,
some phonemes may disappear like /p/ from cup /kap/ in cupboard /'kabard/. Lastly, the
continuous and transitory nature of speech co-exists with the fact that boundaries for
every word are not strictly defined (Cutler, 2012: 35). Consequently, a listener has to have
enough perceptual experience to know the borders of each word, and how various lexical
items interact in a given language (Massaro, 2001). To make things even more
complicated, parts of longer words can be perceived as smaller words, e.g., ant /ent/ “is
embedded in began to” /bi'ants/ (Weber & Scharenborg, 2012: 387) and longer words
can be composed of several smaller words, e.g., Swedish jordgubbstarta (strawberry pie)
consists of three shorter words: jord (earth), gubbe (old man) and tarta (pie).

On top of the above difficulties, lies the complexity of the process of spoken word
recognition, which implies matching the received auditory input with a mental
representation chosen as best suited among similar word candidates (Dahan & Magnuson,
2006: 251). Frauenfelder and Tyler (1987) describe three crucial stages of word
recognition. The first contact phase occurs when an acoustic signal is recognised as
speech, triggering the activation of possible competing lexical candidates. It is then
followed by the selection stage, during which these candidates are evaluated in relation
to the sensory input, and the final integration phase considers the remaining candidates
against verbal and nonverbal contexts. The information from the contexts, including the
interlocutor’s background, a place and topic of a conversation is called “top-down” while
strings of phonemes, i.e., phonological input, provide “bottom-up” information
(Grosjean, 2013: 37). The interaction between top-down and bottom-up information is
captured by psycholinguistic models of word recognition.

Numerous studies have found that the degree of the lexical items’ competition during the
selection phase is relative to their similarity to the input and their frequency of use (Dahan
et al., 2001; McDonald & Kaushanskaya, 2020). Among the strongest similarity options
are the shared phonological onset (Weber & Cutler, 2004) and rhyming (Desroches et al.,

! Slashes /.../ are used for abstract phonemic notations (including only features that are distinctive in a language)
and square brackets [...] reflect phonetic, more detailed, actual pronunciation (Handbook of the International
Phonetic Association, 1999).



2009). The competition also increases with a bigger number of phonological neighbours,
words differing in few phonemes (Garlock et al., 2001). Word recognition efficiency
additionally depends on how well the received acoustic-phonetic information matches the
representations stored in the brain (Weber & Scharenborg, 2012), although it has been
found that listeners can accommodate to their interlocutor’s speech behaviours or the
acoustic signal context (Pisoni, 2017; Pardo, 2010).

Finally, the word recognition process is complete when one candidate is successfully
selected and integrated into the context. It has been found that when listening to L1
speech, the brain is able to generate predictions about forthcoming information by using
various contextual cues, as evidenced by shorter reaction times or more eye-gazes on
predicted items in constraining sentential contexts (Kaan, 2014; Kuperberg & Jaeger,
2016; Tanenhaus et al., 1979). Although it is still debated whether this predictive context
facilitation is due to an easier integration of the best-fitting candidate or the actual
prediction, the existence of the facilitative effect has repeatedly been found for both
monolingual and bilingual listeners (Batel, 2020). At the same time, bilingual speakers
have shown to be slower than monolinguals in their processing (Shook et al., 2015, but
see Bylund et al., 2022), and one of the possible reasons for that can be the lexical
competition among similar items within the language of input and across other
language(s) inside one brain. The size of the interlingual lexical competition effect does
not simply depend on the number of competing candidates but is relative to the extent of
their similarity, which may be extreme, e.g., in the case of cognates — words, overlapping
in meaning and form (Sunderman & Schwartz, 2008).

2.2 Cognates

Since more similar words within or across languages co-activate each other more
strongly, they create a bigger interference or priming effect (Lagrou et al., 2013b).
Cognates are words which share cross-linguistic similarity up to the extreme degree of
being (near) identical in their semantic and form representations. However, languages
may bear certain unique phonological or orthographic features (e.g., the Swedish-specific
letters &, & and 6 (/e/, /o:/, and /@/) and the sounds /¢/ in kjol ['eu:1] (skirt) and // in sjo
['Ho:] (lake)), thus, the cross-linguistic similarity is not always complete, e.g., the
Swedish-English cognates bélte [2bel:.te] (“*” stands for pitch accent 2) and belt [ belt].
Consequently, it has been suggested (e.g., by Van Assche et al., 2011) that the cognate
status should be regarded as a continuum rather than a discrete characteristic. To illustrate,
it has been found that while the so-called ‘identical cognates’ (whose forms completely
overlap across languages, e.g., ring in both Swedish and English) are immune to the
sentence constraint effect, partial cognates, not sharing ‘enough’ form similarity, can be
affected by sentence constraint (Duyck et al., 2007).

The cognate effect discussed by Van Assche et al. (2011) and many others is facilitative
with the logic behind it being that because of the multiple-level overlap, several languages
get co-activated at only one item presentation, which then facilitates (accelerates)
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recognition of the relevant word, resulting in shorter reaction times and higher accuracy.
Consistent with Van Orden (1987), Van Assche et al. (2011) used an orthographic
similarity score of at least 0.40, obtained from the NIM database (Guasch et al., 2013)
(e.g., the Swedish hjarta and the English heart have the score of 0.48), and observed that
the facilitation for such cognates remained robust even in the semantically constraining
sentential context. Due to the findings that orthographic and phonological representations
correlate (Shook & Marian, 2013; Thierry & Wu, 2007), it may be possible to apply the
same 0.40 measure to analyse the processing of auditory cognates, albeit with caution and
considering the above-mentioned language-specific letter-sound mapping. For instance,
the Swedish-English cognates bank ['ben:k] and bench ['bentf] sound more similar than
they are spelled, consequently, although having an orthographic similarity score of 0.35,
they might be perceived in listening as near-identical cognates.

Numerous studies have explored different factors which can interact with the cognate
facilitation effect, including the task, the stimulus list composition (i.e., whether a list
contains identical or both identical and non-identical cognates), and the input language
status (Lijewska, 2022; Lauro & Schwartz, 2017). For example, exploring the cognate
effect as a function of language dominance, Blumenfeld & Marian (2007) observed the
L2 English spoken word recognition by German-English and English-German bilinguals
in the face of the phonological interlingual competition. The eye-tracking method was
used with the visual world paradigm. The target word was either a cognate or a
noncognate. The robust cognate effect was found for both groups but noncognate German
interference was only observed when German was the participants’ first and dominant
language. However, in the study by Van Hell & Dijkstra (2002), the cognate effect from
L1 Dutch—L3 French disappeared when participants’ L3 proficiency was not high enough.
Consequently, both language proficiency and the cognate status of the critical word have
proven to be significant for the cross-linguistic competition to stay robust.

2.3 Models of bilingual language processing

Among the most prominent bilingual online language comprehension frameworks, to
date, are the Bilingual Interactive Activation plus (BIA+) model (Dijkstra & Van Heuven,
2002) and the Bilingual Language Interaction Network for Comprehension of Speech
(BLINCS) (Shook & Marian, 2013). Both computational models assume a single
semantic store shared for linguistic representations across languages and posit spread
activation of similar representations regardless of the language they ‘belong to’. While
BIA+ focuses on the written language and gives only general predictions for speech
processing, BLINCS captures the details of sequentially unfolding auditory
comprehension. Before describing both models, two earlier frameworks will be briefly
considered and the description of monolingual speech perception models Cohort
(Marslen-Wilson, 1984, 1987), TRACE (McClelland & Elman, 1986), and Shortlist
(Norris, 1994) can be found in Appendix A.



2.3.1 BIMOLA and SOMBIP

The bilingual interactive model of lexical access (BIMOLA) (Grosjean, 1988) is based
on TRACE (Marslen-Wilson, 1984, 1987; Marslen-Wilson & Welsh, 1978), the first
computational monolingual spoken word recognition model. Both frameworks posit three
representational levels: acoustic features, phonemes, and words, but BIMOLA captures
their functioning in the bilingual context. According to the model, the phoneme and word
level representations across two languages are independent but interconnected
(Tokowicz, 2015). When acoustic input is received by a listener, the corresponding
feature units get activated and trigger the activation of phoneme and word units, which
then feed the information back to the phoneme level, inhibiting other irrelevant items
within the level. Importantly, BIMOLA posits two separate lexicons for each language,
so that items across languages do not excite or inhibit each other, i.e., in word recognition,
only within language candidates are considered. Meanwhile, top-down processes guided
by, e.g., the knowledge about interlocutors’ linguistic repertoires or switching habits, can
pre-activate the corresponding language. The assumption is reminiscent of Grosjean’s
(1985, 2001) Language Mode Hypothesis, in which bilinguals can keep both or one of
their languages activated depending on the context of communication.

Unlike BIMOLA, the Self-Organising Model of Bilingual Processing (SOMBIP),
developed by Li and Farkas (2002), assumes a single integrated lexicon for two
languages, within which the items are distinguished by the phonotactic language-specific
principles (the pattern of phoneme sequences typical of one language) of the input (Shook
& Marian, 2013). For instance, in Swedish, word initial phonemes /I/ and /r/ can only be
followed by a vowel (Sigurd, 1965: 41; Hultin, 2017), e.g., lada [2lo:da] (drawer) and
rock ['rok:]. In Russian, consonants are also allowed in such positions (although rarely):
psams ['rvati] (to rip), zeyu ['lgun] (lier). Consequently, hearing the initial /rv/ or /Ig/
excludes Swedish items for Russian-Swedish learners. A similar categorisation is used
by BLINCS while assuming a single lexicon is also characteristic of the BIA+ model.

2.3.2 BIA+ model

The Bilingual Interactive Activation plus (BIA+) model (Dijkstra and Van Heuven, 2002)
is built upon the earlier Bilingual Interactive Activation (BIA) (Dijkstra & Van Heuven,
1998) and the monolingual Interactive Activation models (McClelland & Rumelhart,
1981). In addition to the orthographic level in BIA, BIA+ includes phonological and
lexico-semantic levels, diminishes the role of the language membership nodes, and
distinguishes between the influence of linguistic and non-linguistic context information.
In the core of the BIA+ model lies parallel activation of items from both languages,
guided by several levels of processing within the word identification subsystem (sub-
lexical and lexical orthographic and phonological levels) and the top-down control from
the task/decision subsystem (see Figure Al in Appendix A). Moreover, the connections
between the three word-identification levels are interactive and bi-directional, which is
also typical of the further discussed BLINCS model.



According to the BIA+ model, lexical representations are stored in a shared integrated
lexicon, and bottom-up processes make lexical access initially non-selective, so that input
in one language triggers the activation of similar representations in both languages
(Dijkstra & Van Heuven, 2002). For instance, for a Swedish-English bilingual, the cluster
“str” in the Swedish word strand (beach) spreads the activation to the English strong and
the Swedish strut (cone) at the orthographic and phonological levels, and to the
semantically related water, sun, baddrakt (swimsuit), etc. The degree of co-activation is
relative to the resting activation of each item, i.e., more frequently used items are
activated faster and more strongly, which may depend on the language use, proficiency,
and the item’s similarity to the input. Consequently, more frequent items from a more
dominant language can interfere more strongly than those from a weaker language, which
has, indeed, been observed (Marian & Spivey, 2003). Moreover, items which are similar
across several levels of representation (e.g., the English-Swedish cognates cat and katt),
get co-activated more strongly, but differences in scripts (e.g., the Russian xom (cat)) can
reduce the interlingual competition strength. Finally, feedback from each level of
representation gradually inhibits irrelevant items, leaving one possible candidate.

Unlike BIA, BIA+ assigns less power to the language membership nodes (Dijkstra & Van
Heuven, 2002: 187) making lexical features of words competing for selection more
important than the language they belong to. However, the new role of the nodes is
somewhat confusing: initially weak, they can, nevertheless, inhibit non-target language
interference at later processing stages. To illustrate, if a sentence context is not biasing
towards a particular candidate, the mere language of the input (i.e., the fact that the
preceding words were in Swedish) cannot reduce co-activation of similar items in the
other language. However, if there is enough semantic or syntactic information to limit the
choice in favour of a certain word, cross-linguistic competition can be modulated or
eliminated. Unfortunately, it is not clear how much biasing the context and/or how weak
the non-target language interference must be.

While the first prediction regarding the low-constraint sentential context has been
supported empirically (Lauro & Schwartz, 2017; Lagrou et al., 2013a, b), the situation
with highly constraining or semantically rich sentences is more complex, especially with
cognates. For example, Schwartz and Kroll (2006) found that the cognate facilitation
effect (faster RTs when processing cognates than noncognates) was significantly reduced
in highly constraining sentences, but Van Assche et al. (2011) observed it staying robust
in both low- and high-constraint contexts. Moreover, Schwartz and Kroll (2006) argue
that the BIA+ account of the high-constraint sentence effect (arising from enhanced
semantic activation) cannot explain the modulation of the cognate effect they observed.
Since cognates share semantics in both languages, the rich semantic context should not
discriminate between the languages (Schwartz and Kroll, 2006: 209), unless the language
nodes were preactivated by the context earlier (i.e., before the semantic level activation),
which appears to contradict the weak role of the nodes in BIA+, especially at earlier
processing stages.



Finally, the BIA+ word recognition system consists of a separate linguistic information
unit and a task/decision system which is influenced by task demands and/or speaker’s
strategies or expectations from a non-linguistic context. The task system together with
the word identification unit, can restrict the initially non-selective access at a later stage.

To conclude, the BIA+ model predicts that although the initial lexical access is non-
selective, task demands and speaker’s expectations together with the rich sentential
context can affect the degree of interlingual co-activation at later processing stages. To
what extent and depending on which factors exactly such modulation can happen remains
unclear. This and some other limitations of the BIA+ model (e.g., it can only consider
four-letter-long words) have been addressed in the Multilink model (Dijkstra et al., 2019)
which combines the main assumptions of BIA+ and the Revised Hierarchical Model
(Kroll & Stewart, 1994), capturing production and translation. To date, the model is
limited to Dutch and English and is still being tested for various parameter settings, thus,
it will not be discussed at this point.

2.3.3 BLINCS model

Although the BIA+ model can be generalised to speech processing because it considers
phonological representations which have shown to relate to the orthographic form effects
(Dijkstra & Van Heuven, 2002; Rastle, 2011), the model does not capture all the details
of speech comprehension unlike the Bilingual Language Interaction Network for
Comprehension of Speech (BLINCS) (Shook & Marian, 2013). Based on an
interconnected network of four dynamic, self-organising maps of representation
(phonological, phono-lexical, ortho-lexical, and semantic), the model excludes the need
for a global language identification unit, provides a strong account of the cognate effect,
and adds a layer of audio-visual information (see Figure A2 in Appendix A).

The BLINCS phonological level is based on PatPho (Li & MacWhinney 2002) and can
capture different aspects of a phoneme, e.g., voicedness and the place of articulation. In
the phono-lexical map, a phoneme three-element vector (each capturing a different aspect
of this phoneme) is embedded into syllabic phrases, which helps to avoid a simple ordered
structure problem, e.g., not recognising tap and trap as similar words because of /r/,
breaking the order (Shook & Marian, 2013). The model also includes ortho-lexical and
semantic levels. The semantic level is built upon the Hyperspace Analogue to Language
(Burgess & Lund 1997, Lund & Burgess 1996) which can automatically derive the
meanings of words based on their co-occurrence frequency information. Additionally,
BLINCS includes the integration of audio-visual information which can be received from
a visual scene (objects or images people see while listening) and a vocal apparatus (how
phonemes are articulated by the lips and mouth). When the visual-input module detects
objects within its scene, the resting activation of their semantic representations increases
in both languages (Shook & Marian 2013: 5-6). For example, for an English-Swedish
bilingual, seeing an apple triggers the pre-activation of its verbal labels ‘apple’ and
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‘dpple’ (in Swedish), which has been observed for other languages (Chabal & Marian,
2015; Van Holzen & Mani, 2014).

The information from the input is mapped onto a node which is constantly updated and
self-corrected to modify the item’s location and distance from the nodes of other items as
the speaker’s language proficiency increases. Similar to SOMBIP (Li and Farkas, 2002),
BLINCS is based on the Hebbian learning principle “what fires together wires together”
(Hebb, 1949), which means that if items get activated together, their interconnection
becomes stronger, and they are placed closer to each other on the nodes. Consequently,
co-occurring items get co-activated more strongly and faster than other items. Meanwhile,
translation equivalents (e.g., apple and s610x0 in English and Russian) are located within
the same semantic node but on different lexical nodes because, unlike BIA+, BLINCS
posits language-specific separated lexicons integrated into one system. That means that
cross-linguistically similar words, e.g., cognates, are located next to each other on their
form-representation nodes, but most other words in their closest proximity are in their
original language (e.g., Swedish &pple has a majority of Swedish words below it while
the English apple — English words). Separating the two language lexicons helps BLINCS
to avoid the problem with the language nodes in BIA+ discussed above.

Another distinctive feature of the model is a 10%-rate gradual decay mechanism, which
excludes items that no longer match the input but keeps the traces of the earlier received
information. For instance, when processing the Swedish hund [hen:d] (dog), the
activation of the initial phoneme /h/ starts decaying at the presentation of /e/, but when
the following phoneme /n/ is processed, the previously activated /h/ is also considered to
further select the intended word. Thus, the competition between phonologically
overlapping items (e.g., the Russian word xydoorcnux [xu'doznik] competing with hund
['hen:d]) within and across languages disappears gradually.

In BLINCS, different representational levels are highly interactive, and information is
spread bi-directionally inside one level of representation (e.g., within a phonological map)
and across different levels, making the activation in one level the sum of the proportional
activation from all the other levels. This can explain the robustness of the cognate effect:
being similar across several levels of representation, they are processed faster and less
costly than noncognates (Shook & Marian, 2013). Moreover, in the BLINCS mapping,
cognates tend to be located close to the language-region borders, making them more
immune to the linguistic context but allowing them to benefit from the double language
activation (Shook & Marian 2013: 15).

Finally, the bi-directionally and laterally spread co-activation principle allows BLINCS

to explain covert competition from items which do not directly match input in their form

(Shook & Marian, 2019). There are two ways of co-activation: it can be triggered by the

semantic level feedback (e.g., hearing “duck” activates the word bird), and the initial

activation from the input can spread laterally at the lexicon level from the co-activation
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of translations, i.e., hearing “duck” activates the English orthographic and phonological
forms and the Spanish translation pato (duck), which, in its turn, co-activates other
Spanish and English cohorts, e.g., pala (shovel) (Shook & Marian, 2019).

2.3.4 Predictions of BIA+ and BLINCS

While BLINCS does not provide any strong predictions concerning the sentential context
effect, it appears to agree with the BIA+ assumption that the low-constraint sentence
context (providing only the language membership but not biasing towards any word)
cannot modulate cross-linguistic competition (Shook & Marian, 2019). Considering high-
constraint sentences, the two models’ expectations may differ. While BIA+ clearly
assumes that the target word-biasing semantics of a sentence can modulate non-target
language interference, the BLINCS account can be more nuanced. As well as considering
bi-directional sequential feedbacks within and across representational levels, BLINCS
also assumes the direct influence of visual scene information; captures the effect of covert
co-activation and posits gradual activation decay. Consequently, the context semantic
constraint effect might modulate the competition effect relatively to the strength of the
cross-linguistic competition. For instance, when hearing the Swedish “trumma” (drum)
and seeing a picture of a pipe (pipa in Swedish and mpy6ka [ trupka] in Russian), the
initial phonological overlap between trumma and ['trupka], will co-activate the Swedish-
English equivalents pipa and pipe, which, being cognates, may create a stronger cross-
linguistic competition compared to the situation when the phonologically competing
Russian equivalent mpocms |['trost]] co-activates its Swedish-English noncognate
translations kapp and cane. Such a ‘double’ competition effect is potentially possible in
trilingual speech processing.

The current study aims to investigate how cross-linguistic competition of varying degrees
and kinds (overt L1 Russian L3 Swedish phonological and covert L2 English L3 Swedish
cognate interference) interacts with low- and high-constraint L3 Swedish auditory
sentence context. In particular, it is questioned whether the resulting double cross-
linguistic interference can become cumulative, staying robust even in semantically
constraining sentences.

3. Literature review

In recent years, considerable work has been done exploring bilingual language
processing, focusing on visual and spoken word recognition. In order to understand
interactions across multiple lexical items, the degree and nature of their cross-linguistic
similarity (e.g., a cohort or cognate status) and the context of their presentation (as single
words or in sentences) have been manipulated. This has allowed to address one of the
crucial questions in the field — whether multilinguals can switch off their irrelevant
language(s) using the top-down mechanisms, operating on the basis of language or task
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contexts. Additionally, the influence of various factors (interlingual similarity degree,
proficiency, etc.) has been explored.

3.1 Cross-linguistic co-activation in bilingual word recognition

Spivey & Marian (1999) were among the first to investigate bilingual lexical access
selectivity in spoken word recognition and the effect of prior language context (e.g., the
language of instructions). Late Russian learners of English living in the US were
instructed in Russian or English to move objects in a display and their eye-movements
were recorded. The critical nouns were interlingual cohorts. As a result, e.g., when
hearing in Russian “Poloji marku nije krestika” (Put the stamp (marku) below the cross)
and seeing a marker (flomaster in Russian), the participants had more gazes to the marker
than filler objects. The competitor trials also yielded longer reaction times compared to
the no-competitor trials (e.g., one including a ruler, linejka in Russian, as opposed to a
marker). The results suggest that the bilinguals’ English must have interfered with
Russian. Additionally, the language of instructions affected the lexical interlingual
competition asymmetrically — L2 English influenced the competition more than L1
Russian. This is surprising because, typically, the L1 interferes more strongly (Marian &
Spivey, 2003). The researchers suggest that participants’ immersion in the L2 English-
speaking environment made their L2 more dominant, resulting in its greater interference.
To conclude, the findings show that top-down information (e.g., the language of
instructions) cannot eliminate the influence of bottom-up visual and auditory information,
but their interaction can be modulated by the preceding linguistic context, which may be
affected by language dominance.

The robustness of the interlingual phonological overlap effect has been repeatedly
demonstrated for other language combinations and exploring various factors, e.g., cross-
lingual similarity, non-verbal information, and the cognate effect (McDonald &
Kaushanskaya, 2020; Chabal & Marian, 2015; Blumenfeld & Marian, 2007; Weber &
Cutler, 2004, to name a few).

While the above described interlingual cohort effect was form-dependent (the target and
the competitor’s translation shared their phonological onsets), in a 2019 study, Shook &
Marian explored whether a similar effect occurs if the interlingual activation happens
covertly, i.e., without any overt overlap with the input information. 15 English-Spanish
bilinguals and 15 English monolinguals performed a picture-word recognition task while
listening to English or Spanish words, and their reaction times, eye-fixations, and
accuracy were measured.

The results showed that the bilinguals looked at the covert competitors more than the
fillers in both languages to a similar extent, while the monolinguals did not show any
differences between competitors and fillers. For instance, seeing a display of four pictures
with two distractors and the pictures of a duck (pato in Spanish) and a shovel (pala in
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Spanish) and then hearing duck, the bilinguals looked at the shovel more than at the
distractors, which suggests that the English duck co-activated its Spanish equivalent pato,
which then triggered the activation of the phonologically overlapping pala in Spanish.
Thus, in the absence of an overt form-overlap, a single language could activate the words’
translation equivalents which then spread the activation to phonologically similar unheard
candidates. This overt-covert cascaded activation is in line with the BLINCS model.
Notwithstanding the important findings, the study has at least two limitations: a small
number of participants and the potential language-per-block presentation priming of the
corresponding language (Shook & Marian, 2019).

3.2 Sentence-level bilingual processing

In their seminal study, Chambers and Cooke (2009) focused on the interlingual
phonological competition in spoken sentences and the L2 speakers’ proficiency effect. 20
English dominant French bilinguals were recruited to perform a word recognition task
while their eye-movements were monitored. The participants saw a display with four
pictures and 2,000ms later, heard a sentence which was either nonrestrictive (example
(1)) or competitor incompatible (example (2)). In the critical trials, the four objects on the
display represented a target (e.g., la poule /pul/ (the chicken)), its French-English
homophone competitor (the pool /pu:l/, which is la piscine in French), a semantically
related competitor-prime object (a towel for the competitor pool) in half of the trials and
afiller. The semantic competitor-prime was introduced to test whether its presence would
increase the interlingual competition effect.

(1) Marie va décrire la poule
Marie go-PRS-3SG describe-INF art.F.DEF. chicken
Maria will describe the chicken

(2) Marie va nourrir  la poule
Marie go-PRS-3SG feed-INF art-F.DEF. chicken

Marie will feed the chicken

As a result, the participants showed more fixations on the interlingual competitors in the
nonrestrictive sentence context (1) but significantly reduced competitor-fixations in the
competitor-incompatible sentences (2), meaning that the semantic sentence constraint
modulated the extent of the interlingual competition. Meanwhile, the proficiency levels
did not correlate with the performance, neither did the competitor-priming have any
effect. The findings are in line with the BIA+ model, which assumes that a constraining
sentence context can modulate cross-linguistic competition independently of L2
proficiency (Schwartz and Kroll, 2006).
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The study has several limitations, however. Firstly, the competitor-target grammatical-
gender congruency was counterbalanced (half of the targets and competitors belonged to
the other gender group, requiring a different preceding gender-marked article in French),
which is concerning because L2 learners may be able to predictively use gender cues
before nouns (Hopp, 2013; 2016) and, thus, competitor-gender incongruency could have
compromised the interlingual homophone effect, especially, in restrictive sentences
biasing towards the target more. Additionally, the participants’ proficiency was self-rated,
which may be problematic, considering that the research particularly addressed the
proficiency factor.

The results of Chambers and Cooke (2009) diverge from the findings of Van Assche,
Drieghe, Duyck, Welvaert, & Hartsuiker (2011) who explored the interaction between
sentence constraint (low vs. high) and cross-linguistic co-activation in cognates in an eye-
tracking study using a visual word recognition task. The participants were 29 late Dutch
learners of English. The study tested the prediction of the BIA+ model that the mere
linguistic context of a sentence is not enough to significantly modulate cross-linguistic
co-activation, but the semantic constraint, on the contrary, should be able to do so,
possibly, at later processing stages, when top-down information can prevail over the
bottom-up induced parallel language activation. Additionally, the research explored
whether the cognate facilitation effect is a function of cognates’ qualitative or quantitative
difference from other lexical items. Mostly non-identical cognates were used, and the
degree of their cognateness was assessed using the cross-linguistic orthographic similarity
score (Guasch et al., 2013). The study was later replicated by Kurnik (2016) for Swedish-
English learners.

Two main experiments were conducted with 29 bilinguals: 1) a word-level lexical
decision task and 2) reading high (example (3)) and low (example (4)) constraint
sentences, and experiment three repeated the second task with an English native control
group (24 participants).

(3) Salsa has become a popular dance in Belgium (dans in Dutch).

(4) Ann has seen a popular dance in Belgium.

The cognate facilitation effect (faster reading times and more word skipping for cognate
than noncognate words) was found in both experiments regardless of sentence constraint
or processing stage (because the effect was also observed in the late reading time measure
go-past time, which it believed to reflect the word semantic integration (Van Assche et
al., 2011: 96)). Moreover, the effect of the interaction between the processing measures
and the cognate effect was relative to the degree of the Dutch-English words’ interlingual
similarity. Thus, the findings support the assumption that the bilingual linguistic system
is largely non-selective at either processing stage. The study also demonstrates the
continuous nature of cognates, making them quantitatively but not qualitatively different
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from other lexical items. Consequently, Van Assche et al. (2011) argue against the
prediction of BIA+ that a semantic constraint of a sentence can restrict linguistic access
selectivity. It is important to note, however, that the sentences used by Van Assche et al.
(2011) and Kurnik (2016) were of varying lengths allowing for a different number of
items between the critical words and semantically biasing item(s), which might
potentially influence word recognition (Dijkgraaf et al., 2019).

Similar to Van Assche et al. (2011), Lagrou, Hartsuiker, & Duyck (2013a) found that
even a highly-constraining sentence context could not significantly modulate the
interlingual competition in an auditory lexical decision task when the critical words were
interlingual homophones (e.g., the Dutch lief /li:f/ (sweet) and the English leaf /li:f/). The
study explored whether lexical access non-selectivity in a sentence can be influenced by
1) an L2 sentence context; 2) semantic constraint; and 3) the speaker’s native language
(accent), which can provide sub-phonemic cues to listeners. 64 Dutch-English late
bilinguals listened to high- and low-constraint sentences in their L2 English, pronounced
by either English(L1)-Dutch or Dutch(L1)-English speakers and then decided whether
the final item was a real word or not.

The participants had longer reaction times in the homophone-containing trials than in the
controls and the semantic constraint effect (yielding shorter reaction times) was also
significant. Moreover, the participants processed the native English speaker trials faster
than the Dutch-native ones. Crucially, though, the homophone effect remained
significant, albeit smaller, in both high-constraint and Dutch-speaker conditions. This
suggests that although the biasing sentence context and the sub-phonemic cues could
reduce the interlingual homophone effect, they did not eliminate it, which is more
consistent with the results of Van Assche et al. (2011) than the findings of Chambers and
Cooke (2009).

Finally, the divergence between the three studies may be explained by the different
methods (tasks, sample sizes) but it can also be due to the critical words’ interlingual
similarity. Lagrou et al. (2013a) used a bigger number of full homophones than Chambers
and Cooke (2009) and VVan Assche et al. (2011) explored the effect of cognates. Crucially,
Dutch and English (in the 2011 and 2013a studies) are cross-linguistically more similar
than French and English, which could have made the Dutch-English co-activation
stronger, yielding a more robust cross-linguistic co-activation effect.

The observed cross-linguistic competition may at least partially be responsible for delays
in bilingual processing compared to monolingual comprehension (Dijkgraaf et al., 2019),
which, on the other hand, can be related to the bilinguals’ weaker lexical access. These
assumptions were investigated by Shook, Goldrick, Engstler, & Marian (2015), who
recruited 30 sequential bilinguals (15 English and 15 German-native speakers) and 15
English monolinguals to do an eye-tracking picture-word recognition task while listening
to low- and high-constraint sentences in English. The display contained four pictures,
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which, in the critical trials, were unrelated fillers and a target (e.g., showing pills),
phonologically competing with another picture’s German translation (e.g., Pilz in German
meaning mushroom in English). Importantly, the pictures appeared only 200ms before
the target noun onset.

As expected, the cross-linguistic competition effect was not significant, because the time-
window between the picture presentation and the target onset was too short for the non-
target language interference to gain enough strength (Huettig & McQueen, 2007). But
even when the interference was absent, only the L2 English-listening L1-German
participants used the target-constraining sentence cues similarly, albeit more slowly and
weakly as evidenced by their gaze-fixations than the monolingual control group. The L1-
English bilinguals did not rely on the constraint to a visible degree. The pattern of results
is in line with some earlier studies (e.g., Titone et al., 2011; Libben & Titone, 2009) but
appears to contradict the findings that bilinguals use contextual cues less efficiently in
their L2 than L1 (Dijkgraaf et al., 2019) or that they can use the cues to a comparable
degree in both languages (Dijkgraaf et al., 2017; Batel, 2020). This divergence across the
studies may be explained by a different complexity of stimuli sentences (Chun & Kaan,
2019), number of participants and diverging picture-display presentation times providing
different time-windows for lexical access.

Crucially, however, there is agreement that differences in how mono- and bi-lingual, L1
or L2 listeners use predictive sentence cues may arise from cross-linguistic interference,
at least to some extent (Chun & Kaan, 2019; Hopp, 2016), and/or from weaker lexical
connections in later acquired, less proficient language(s), resulting in less effective spread
of activation (Shook et al., 2015; Dijkgraaf et al., 2017, 2019). But the similarity of the
processing patterns across the groups suggests rather quantitative than qualitative
differences. The question we address in the present study is whether adding another
language might change the interaction between a sentence context and cross-linguistic
interference (caused by lexical competition)?

3.3 Trilingual processing

Most studies on trilingual speakers are concerned with the process of acquiring the third
language, L1 or L2 transfer, and cross-linguistic similarity effects (Szubko-Sitarek,
2015). The scope of the research covering word recognition, especially in spoken
sentences, remains scarce. At the same time, one of the benefits of studying trilingual
language processing is the advantage of using one multi-factorial experimental set-up
with the same population. Importantly, while those few studies looking at L3-processing
have shown that, largely, the findings on bilingual speakers can be generalised to
trilinguals (Blank & Llama, 2019), others have found certain discrepancies, the nature of
which calls for more investigation (Lijewska, 2022).
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In a seminal study, Lemhofer, Dijkstra, & Michel (2004) examined lexical access
selectivity and linguistic context effects in trilinguals, investigating whether the cognate
facilitative effect can be cumulative across one speaker’s multiple languages. Dutch-
English-German trilinguals performed a reading lexical decision task in three conditions:
1) L3 German-only words (controls), e.g., Sache (thing or zaak in Dutch), 2) L1 Dutch-
L3 German cognates, e.g., macht (power), and 3) ‘triple’ cognates in the three languages,
e.g., plan. Before the experiment, the participants had read texts in Dutch or English,
creating a linguistic context (only German was used for the main experiment). While both
cognate conditions yielded faster reaction times than controls, crucially, the triple cognate
effect was bigger than the double one, independent of the previous language context. The
results suggest that the non-target language co-activation stayed robust regardless of the
preceding linguistic context and could be cumulative.

Continuing to test the assumption of the BIA+ model regarding nonselective bilingual
lexical access (extended to multilinguals) and a special character of cognates, Szubko-
Sitarek (2011) replicated the findings by Lemhdofer et al. (2004), showing the cumulative
cognate facilitation effect in a similar lexical decision task performed by Polish-English-
German trilinguals but only in the experiment when the target language was the
participants’ weakest L3 German.

In the second experiment, which explored whether the L2 could affect L1 processing in
trilinguals, 19 participants processed their L1 with either triple (Polish-English-German),
double cognates (Polish-German) or Polish-only controls. The results showed a strong
cognate facilitation effect (shorter RTs and fewer errors), but no significant difference
between triple and double cognate conditions, suggesting that there was no visible effect
of L2. Similar results were earlier obtained by Van Hell & Dijkstra (2002) who tested
Dutch-English-French trilinguals in a lexical-decision task and found that only proficient
French (L3) speakers experienced the cognate facilitation effect in Dutch-French
cognates while the Dutch-English (English as an L2) cognate facilitation effect stayed
robust regardless of proficiency levels. The researchers from both studies conclude that
for a weaker language to affect L1 comprehension, the language should reach a certain
level of proficiency.

Overall, the above-mentioned studies have demonstrated the parallel activation of all the
three languages in both L1 and L3 processing, but the strength of their co-activation could
depend on participants’ proficiency in their non-native language(s) and the task demands,
which is consistent with the BIA+ model. Additionally, the pattern of results across the
studies supports the idea of the combined cross-linguistic influence (De Angelis, 2007;
Ringbom, 2007), which assumes that increasing the number of languages in one mental
lexicon results in a bigger cross-linguistic influence, experienced by the target language
(Szubko-Sitarek, 2011: 205).
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A different approach has been taken by Bartolotti & Marian (2018), who asked their
Spanish-English bilinguals to learn the artificial L3 Colbertian, whose words conflicted
with the two natural languages in their letter-sound mappings. For example, the
Colbertian letter N corresponded to the phoneme /f/, differing from both Spanish and
English. Similar to Szubko-Sitarek (2011) and Lemhofer et al. (2004), Bartolotti &
Marian (2018) used the cognate effect as a reliable indicator of cross-linguistic influence.
The newly learnt L3 words, created on the base of Spanish-English (non)cognates, could
overlap orthographically, but not phonologically with either Spanish or English.

One of the five tasks used in the study was exploring cross-linguistic competition through
spoken word recognition in a visual world search. In the critical trials, the display showed
an L3 Colbertian target (e.g., nake /fuwo/) and an interlingual competitor, which
overlapped in its orthographic form either with English-only (e.g., cake/torta) or, being a
cognate, with English and Spanish (e.g., rose/rosa competing with the target roke /hiwo/).

The results of the task showed that L3 auditory input, containing a word which
orthographically overlapped with the non-target English form spread the activation to this
English word, evidenced by more fixations on the competitor compared to other objects
in the display. Moreover, cross-linguistic competition was greater for the words that
overlapped with two languages compared to one, revealing a cumulative effect. However,
the effect decreased with more training, making the results only partially compatible with
Lemhofer et al. (2004) and Szubko-Sitarek (2011), who observed the increased
cumulative effect with a higher L3/L2 proficiency but only in L1-processing. Bartolotti
& Marian (2018) also found that L1, but not L2, interlingual similarity created more
interference in L3 processing, but again, the difference decreased with more training in
the new language, while the overall competition remained.

Consequently, the findings suggest that the activation in a trilingual language system goes
in a multi-step cascaded way, where the target L3 phonological level co-activates the
same language orthographic representations, which, in its turn, triggers orthographic
neighbours in L1 and L2, spreading the activation to the corresponding lexical items,
which then compete with the L3 word for selection. The cascaded activation in trilinguals
is consistent with findings for bilinguals (Shook & Marian, 2019) and the assumptions of
the BLINCS model (Shook & Marian, 2013). However, with the high regard for the above
research, acquiring an artificial language in a laboratory is different from learning and
using a natural language in its speaking community. It is, thus, important to explore, how
three natural languages interact and how the sentence context affects this interaction, e.g.,
if the observed cascading activation creates a cumulative effect so strong as to, possibly,
stay immune to the otherwise robust constraining sentence effect.

In the study by Szubko-Sitarek (2011), the researcher mentioned a similar limitation

regarding the nature of a lexical decision task, looking at only single-word processing. To

address this limitation, a recent study by Lijewska (2022) combined the approaches used
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by Van Assche et al. (2011) and Lemhofer et al. (2004) to explore the interaction of the
previously observed triple cognate facilitation effect with sentential semantic bias. The
study used an eye-tracking method and a visual word recognition task in English,
performed by 36 Polish-English-German trilinguals (the English and German status was
mixed). Two factors were manipulated: the cognate status — triple non-identical cognates,
e.g., diament-Diamant—diamond in Polish, German, and English, respectively, versus
English-only controls, e.g., kurczak-Hahnchen—chicken and the sentence type: low-
versus high-constraint context.

Contrary to the prediction that there would be robust triple cognate facilitation effects in
both sentence types, the participants had longer gaze durations only on the control items
but not for cognates in the low-context sentences compared to the high-context
conditions, showing no cognate facilitation effect in either context. The controls were
also affected by the semantic bias earlier than cognates, which contradicts even those
studies in which the cognate effect disappeared in the later processing time (Libben &
Titone, 2009).

Thus, the findings are inconsistent with the previous results for bilinguals (Van Assche et
al., 2011; Kurnik, 2016; Dijkstra et al., 2015), but the possible explanations for this are
plentiful. On the one hand, it may be concluded that trilingual non-native language
processing is fundamentally different from bilingual comprehension, on the other, the
difference might as well be quantitative, arising from a bigger number of conflicting
candidates and even more complex interactions among various factors at play.
Additionally, Lijewska (2022) underlines methodological differences across the studies:
different sentence lengths, critical items (whose cross-linguistic similarity was assessed
using different methods, e.g., Lijewska (2022) relied on subjective assessment as opposed
to an orthographic similarity score used by Van Assche et al. (2011)). The participants’
profiles also differed. Lijewska (2022) additionally hypothesizes that the cognate
facilitation effect may be task-specific (half of the 2022 stimuli yielded a strong cognate
facilitation effect in a production study by Lijewska & Chmiel (2015)), and it is possible
that the effect of only one of the two non-target languages may be significant (Van Hell
& Dijkstra, 2002; Szubko-Sitarek, 2011). This could be the first language as the most
used, best-known, and earliest acquired, or a more typologically similar or dominant
language. Finally, the effect could depend on the cross-linguistic (dis)similarity across
the critical languages (Aleméan Bafion & Martin, 2021; Westergaard et al., 2017).

Taken together, the ample research on bilingual processing and the scarce findings on
trilinguals suggest lexical access non-selectivity in the single word and low-constraint
sentence contexts but a potentially more nuanced interaction between highly constraining
sentences and cross-linguistic interference of a varying degree. Specifically, in bilingual
word recognition, it has shown to depend on the extent of interlingual similarity (Van
Assche et al., 2011). The only recent study on trilingual word recognition in high- and
low-constraint sentence contexts has obtained results which are inconsistent with the
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findings on bilingual speakers, but numerous possible explanations of these discrepancies
require further investigation.

4. The current study

The current study examines sentence comprehension in Swedish among L1 Russian L2
English L3 Swedish learners (with a late age of L3 acquisition). The study explores
whether, in the course of online comprehension, there is cross-linguistic competition from
one or two non-target languages, and whether the competition is modulated by whether
the carrier sentence is semantically low or highly constraining with respect to the
upcoming noun. The main task consists of a lexical selection task with sentences
presented in the auditory modality. Three main research questions (RQ) are addressed:

RQ 1. Does participants' L1 Russian get activated during an auditory lexical selection
task in their L3 Swedish?

RQ 2. Does participants' L2 English get activated during an auditory lexical selection task
in their L3 Swedish and does it modulate the potential L1 Russian activation?

RQ 3. To what extent does top-down information (i.e., sentence constraint) modulate the
potential cross-linguistic competition from L1 Russian and/or L2 English with L3
Swedish?

The three languages make an interesting combination because, being typologically
similar, English and Swedish share many lexical and syntactic features. In addition,
although Russian uses a different script, it has several phonemes similar to those found
in the Swedish phoneme inventory. For instance, /¢/ (which English lacks) and /g¢/ in kott
['eot:] (meat) resemble the Russian /¢/ and /e/ in wémxka [ e:otka] (brush). This allows for
testing phonological competition from Russian while listening to Swedish.

The visual world paradigm is used for an auditory lexical selection task consisting of L3
Swedish auditory sentences and a display of two pictures. Using a within-subjects design,
the participants’ reaction times and accuracy are compared across conditions, as a
function of three factors: 1) phonological overlap between an L3 Swedish target and a
competitor’s L1 Russian translation, e.g., mal ['mo:1] (goal) overlapping with monus
['motnitja] (lightning); 2) a competitor’s L2 English L3 Swedish cognate status, e.g.,
hammer and Swedish hammare; and 3) semantic constraint of the carrier sentence. For
example, the verb in the high-constraint sentence (5) biases a listener towards the Swedish
word for “goal” (mal) but not towards the Swedish word for “lightning” (blixt) or
“hammer” (hammare). In contrast, the verb in the low-constraint sentence (6) does not.

21



(5) Han har statt i malet / blixt /hammare
he.3SG. have-PRS. stand-PTCP in goal-DEF.SG.N./lightning-SG.C./hammer-SG.C.
He has stood in the goal / lightning / hammer.

(6) Han  har sett malet / blixten / hammare
he.3SG. have-PRS. see-PTCP goal-DEF.SG.N./lightning-SG.C./hammer-SG.C.

He has seen the goal / lightning / hammer.

4.1 Research questions and predictions

1. Does participants’ L1 Russian get activated during an auditory lexical selection
task in their L3 Swedish?

If so, the RTs in the trials where an L3 Swedish target noun phonologically overlaps with
a competitor’s Russian translation will be longer compared to trials where no overlap
occurs. In general, this pattern is predicted by both BIA+ and BLINCS because the
models posit that lexical access is initially non-selective, thus, allowing for bottom-up co-
activation of a non-target language due to the similarity with the input.

2. Does participants' L2 English get activated during an auditory lexical selection
task in their L3 Swedish and does it modulate the potential L1 Russian activation?

If so, the RTs in the tasks where a competitor is an English-Swedish cognate will be
longer than noncognate competitor trials. Moreover, in the case of modulation, L1
Russian L3 Swedish target-competitor phonological overlap trials with L2 English L3
Swedish cognate competitors will be responded to more slowly than those where
overlapping competitors are noncognates. Both models predict that cross-linguistically
highly similar cognates get activated more strongly than noncognates. Although the
cognate effect in the discussed literature was facilitative, it is predicted that its influence
in this study will be impeding (resulting in longer RTs) because the cognates are
competitors but not targets like in the studies discussed. BLINCS would be more suited
than BIA+ to account for the potential cognate effect because the initial source of the
effect would either be from the visual scene information (participants will only see a
competitor) or from the covert L2 activation triggered by an L1 Russian competitor’s
translation phonological overlap with an L3 Swedish target.

3. Towhat extent does top-down information (i.e., sentence constraint) modulate the
potential cross-linguistic competition from L1 Russian and/or L2 English with L3
Swedish?
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Both BIA+ and BLINCS would predict that in semantically low-constraint sentences,
bottom-up driven cross-linguistic competition will not be significantly affected by the
mere linguistic context of a sentence (the Swedish language), meaning that in the low-
constraint sentences, the conditions with both single (cognate or overlap) and double
(cognate and overlap) cross-linguistic interference will be responded to more slowly than
no competition (i.e., no interference) conditions.

If the high-constraint sentence context can modulate or eliminate bottom-up driven non-
target language competition from an L1 Russian L3 Swedish target-competitor
phonological overlap and/or an L2 English L3 Swedish cognate competitor, high-
constraint sentences will elicit shorter RTs across the board with no difference between
the high-constraint sentences with and without interlingual competition. Alternatively, if
top-down information (i.e., sentence constraint) can modulate interlingual competition
from only one of the non-target languages (overlap or cognate interference), but not from
double interference competition (both overlap and cognate factors), then, in high-
constraint sentences, the RTs will be longer in the double cross-linguistic interference
trials (from both Russian and Swedish) than in the single interference (from Russian or
English) or no competition (i.e., no interference) trials. There will be no significant
difference between the RTs in the high-constraint sentences with single or no cross-
linguistic interference. In a more nuanced way, if single cross-linguistic interference
(from L1 Russian phonological overlap competition or L2 English cognate interference)
stays immune to top-down information, there will be longer RTs in cognate competitor
or target-competitor overlap trials than in no cognate or no overlap conditions in high-
constraint sentences. It is predicted that L1 Russian L3 Swedish phonological overlap
competition will be stronger than L2 English L3 Swedish cognate interference because
Russian is the participants’ first, earliest acquired language.

Finally, it is predicted that participants’ individual characteristics can influence the
effects. Longer Russian and English exposure may result in longer RTs overall, but more
extensive use of and higher proficiency in Swedish might make the processing faster. The
same pattern of results for the error rates is predicted for all the three questions. Such
findings will suggest that trilingual speakers can use semantically constraining sentence
contexts to facilitate L3 speech processing even when experiencing cross-linguistic
interference, but the effect size of this interference is relative to the degree of cross-
linguistic competition and the listener’s language status (L1 or L2). Stronger L1 or double
L1 and L2 interference can stay robust even in semantically constraining L3 sentences.
The prediction that high-constraint sentence contexts cannot modulate or eliminate single
or double bottom-up driven cross-linguistic interference, can be explained by BLINCS
but not BIA+. BLINCS captures both overt (input-based) and covert (cascaded translation
activation) cross-linguistic co-activation and includes the visual scene information
influence on linguistic processing. It also assumes that the cognate effect may stay robust
in any sentence context (Shook & Marian, 2013: 15) while the BIA+ account of the
cognate effect in semantically rich sentences is confusing (Schwartz and Kroll, 2006).
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5. Method

5.1 Participants

Forty-four adult L1 Russian L2 English late learners of Swedish were recruited for the
study. The data of four participants have been excluded from the final analysis: one
participant acquired English much later than Swedish. Another subject had lived in
Sweden for less than a year. Data from one participant was lost due to a technical error in
Pavlovia. Finally, one participant showed below 50% accuracy in the comprehension
questions used to monitor participants’ attention. The age of the remaining 40 participants
(37 females) ranged from 22 to 60 (M = 36.4, SD = 9.3). The language background
information was obtained using the Russian version of The Language Experience and
Proficiency Questionnaire (LEAP-Q) (Marian, Blumenfeld & Kaushanskaya, 2007). All
the three languages were asked about.

The participants were born in a Russian-speaking country and had Russian as their first
(or one of the first) language(s). Most participants reported knowing other languages,
which were either unrelated to the targeted linguistic combination or were of lower
current use and/or proficiency. Additionally, 8 participants (20%) were balanced or
sequential bilinguals in Russian and Ukrainian or Belarusian and one participant reported
being a sequential bilingual in Russian and Icelandic (see Appendix B for details).

All participants acquired English before Swedish except for one subject who started
learning Swedish and English at the ages of 8 and 9 (but almost simultaneously). Most
participants acquired Swedish upon their arrival in Sweden within language courses and
as a result of immersion, between the ages of 12 and 42 (M = 25, SD = 7.6). English was
largely acquired earlier in a classroom environment in a Russian-speaking country (M =
7.7, SD = 3.4, range = 3 —19).

Mean length of residence (LOR) in Sweden was 8.6 years (SD = 7.6, range = 1-30), and
mean LOR in a Russian-speaking country was 26.6 years (SD = 8.7, range = 8-50). The
English LOR was harder to determine because almost half of the participants considered
Sweden an English-speaking country. Regarding the duration of stay in an officially
English-speaking country, the LOR was 0.3 years (SD = 0.8, range = 0-5). All the
participants reported using the three languages daily, but the individual amount of use of
each language varied (see Appendix B for details).

Proficiency in English and Swedish was assessed using the English LexTALE (Lemhdofer
& Broersma, 2012) and a non-standardized version of the LexTALE for Swedish (Borg,
2021). The mean scores (76.8 for Swedish and 74.1 for English) showed that the
participants were, on average, very advanced. Seven and five participants scored > 90 for
Swedish and English, respectively.
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5.2 Materials
5.2.1 Properties of the word stimuli

Most word stimuli were selected from the Swedish Kelly list (Kilgarriff et al., 2014) and
online Russian word dictionaries. All word stimuli were concrete nouns. The Zipf value,
which is a standardised measure of word frequency based on the corresponding language
corpora (Van Heuven, Mandera, Keuleers, & Brysbaert, 2014), was used to control for
the mean frequency of the nouns. The mean Zipf value across the three groups of nouns
was 3.86 (SD = .67, range = 2.05-6.35). The noun stimuli properties, obtained from the
AFC list (Witte et al., 2021; Witte & Kdbler, 2019), can be found in Appendix C.

In order to determine if the noun properties were similar across the three sets of stimuli
(target nouns, cognate and noncognate competitors), six ANOVA tests were run. The
three sets were matched for frequency: F(4, 235 = 1.24, p = 0.30); the number of letters:
F(4, 235 = .88, p = .48); syllables: F(4, 235) = .88, p = .48; phones: F(4, 235) =1.95,p =
.10; orthographic neighbours: F(4, 235) = 1.51, p = .20 and phonetic neighbours: F(4,
235) =2.12, p = .08

Similar to previous studies (Chabal & Marian, 2015; Shook & Marian, 2019), some word
stimuli were compound nouns, which should not be problematic because only the initial
overlapping phonemes are considered in this study. Additionally, several of the nouns
were used in the plural because this form is more frequent for such nouns (similar to
Shook et al., 2015). For instance: leksaker (toys), pengar (money), horlurar (earphones).
Several nouns were used in the plural to avoid the unstressed Russian vowel reduction
discussed in the following section.

Initially chosen 1,600 nouns were then translated into Russian and English and the NIM
database (Guasch et al., 2013) was further used to obtain the quantitative similarity score
between the words. Recall that words with an orthographic similarity score (OS) > 0.40
are typically considered cognates (Van Assche et al.,, 2011; Borg, 2021). A similar
approach was adopted for the current study but with certain restrictions. Since the
orthographic representation similarity depends on the scripts, the Swedish-specific letters
which represent phonemes that are similar to those in English could be problematic to
consider correctly based on the OS purely, especially for the spoken language similarity.
To illustrate, the words bank and bench are cognates in the CogNet v2 database, which
considers the word origin and form (Batsuren, Bella, & Giunchiglia, 2019; 2022), but

2 The phonetic neighbours’ count showed a marginally significant difference, but since participants heard all the
nouns inflected, the items’ form properties would change. Another set of analyses showed that when inflected,
the three groups were also compatible in their frequency: F(4, 235 = 1.67, p = .16); number of letters: F(4, 235
= .827, p = .51); syllables: F(4, 235) = .88, p = .48; phones: F(4, 235) = 1.67, p = .16 and orthographic and
phonetic neighbourhood density: F(4, 235) = 1.15, p = .33 and F(4, 235) = .981, p = .42, respectively.
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their OS is 0.35. Since this study is concerned with speech comprehension rather than
reading, such and similar words were considered as cognates because they are close in
their phonological representation (['ben:k] and ['bent[]). The other similar cases were, for
instance, hast ['hes:t] and horse ['ho:s] (OS of 0.35); paron ['pe:.ron] and pear ['pes]
(OS of 0.36), and sag ['so:g] and saw ['so:] (OS of 0.38). The words badkar and bathtub
(OS of 0.38) were also treated as cognates due to the limited number of available items
and the high similarity of their phonological and orthographic representations:
[?ba:dk a:r] and ['ba:0tab], respectively. Conversely, waitress and servitris have the
orthographic similarity score of 0.46 but highly diverging phonological forms: [ 'wer.tras]
and [ser.vi. tri:s]. They were not found to be etymologically related according to the
CogNet v2 database, and were, consequently, treated as noncognates.

5.2.1.1 Target nouns

Forty-eight nouns were chosen as targets. The initial phoneme of each Swedish noun
could not be shared with its English and Russian translations, e.g., kudde was excluded
because its initial phoneme in English and Russian is /p/ (pillow and nooywxa,
[pe'duska]). Although weak, such overlap might make the co-activation of a word
stronger. The example of a selected target noun is “bord ['bu:d]-table ['ter.bl]—cmon
['stot] ” in Swedish, English and Russian, respectively. The targets were noncognates
across the three languages based on the OS value and phonological representations.

5.2.1.2 Competitor nouns

The competitor nouns were either cognates or noncognates across the three languages. In
order to form four conditions, 192 words were chosen as competitors (96 cognates and
96 noncognates) altogether resulting in 240 stimuli words: 48 targets + 96 cognates + 96
noncognates. None of the target nouns’ translation equivalents across the three languages
phonologically overlapped with the competitor’s translations unless the competitor’s
onset was purposefully chosen to be shared with the target in its Russian translation or
was an L2-L3 cognate, e.g., a selected overlapping set was “bord [ 'bu:d]-table [ 'ter.b’l]-
cmon ['stot]” vs. “papper [?pap:¢r]-paper [ per.pa]-6ymaca [bu'maga]”.

5.2.2 Phonological overlap

The amount of phonological overlap was determined by calculating the number of
overlapping phonemes between the onsets of Swedish targes and competitors’ Russian
translations (based on IPA transcriptions). In addition, the orthographic forms of the
Russian nouns were also taken in account. This was done because Russian unstressed
vowels get reduced (Yanushevskaya & Bunci¢, 2015). For example, while the first
stressed vowel in ['golevi] (heads) is /o/, the shifted stressed in the singular form
necessitates the vowel reduction: [gale'va] but the orthographic form of the noun remains
the same ‘200661’ (PL.) — ‘20n106a’ (SG.). In what way this shift will influence the cross-
linguistic phonological interference is not quite clear and may be an interesting matter to
investigate in the future. Due to the limited number of criteria-matching words, in this
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study, the phonetic presentation was adopted as the initial and strongest factor, driving
the cross-linguistic interference in spoken word recognition, but the orthographic overlap
was also considered because it has shown to interact with the phonological form effect
(Shook & Marian, 2013).

Consequently, the amount of overlap between a Swedish vowel and a similar reduced
Russian vowel received a score of 0.5, e.g., the Swedish target pengar [ pen:ar] (money)
and the competitor’s tupp (cock) Russian translation nemyx [pi1'tux] were considered to
overlap by 1.5 phonemes. Additionally, where the plural noun form would shift the stress
to the vowel in question, resulting in a larger phonological overlap, the noun was used in
the plural (e.g., for the target golv ['gol:v] (floor), instead of using the noun copa [ge'ra]
(a single mountain), the form of [ 'gort] (mountains) was elicited). This has resulted in the
target-competitor phonological overlap being on average 2.18 initial phonemes for the
noncognate competitors and 2.21 for the cognate competitors (from 1 to 4 phonemes in
both groups).

5.2.3 Grammatical gender congruency

Both Russian and Swedish have grammatical gender, meaning that every noun belongs
to a certain gender class (Corbett, 1991). In Standard Swedish, there are common and
neuter gender classes (Borg, 2021: 4). Out of 240 nouns used in the study, 175 had
common and 65 neuter gender but the gender distribution across the groups was matched
(F(4, 235) = .259, p = .904). Since the criteria for creating the critical word sets were
rigid, it would have been difficult to form gender congruent pairs across the trials without
compromising the overlap condition. But due to the Swedish gender system requiring the
use of the gender-marked definite article as a final inflection, it was possible to form the
critical sets avoiding the mismatch with the preceding input cues (addressing the
limitation in Chambers & Cooke (2009)). Moreover, although Russian has a grammatical
gender system, it does not directly map onto the common versus neuter distinction of
Swedish, that is why the Russian gender congruency was not considered for this study,
but it could be addressed in the future follow-up research.

5.2.4 Pictures

Pictures were obtained from the International Picture Naming Project (IPNP) database
(Bates et al., 2000), the Multilingual Picture Dataset (Dufiabeitia et al., 2022), google or
created digitally. They were grayscale and black and white drawings of 300x300 pixels
in size. See Appendix D for an example of picture stimuli used in the task.

The initial set of pictures was developed with a Swedish native speaker, following which
a picture naming task was run with thirteen Russian and eleven Swedish native speakers.
The main aim of the task for this study was to understand whether participants would
name the pictures in the intended way. If not, it was decided that a pre-experimental
picture naming session would be added to the experimental session.
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All the pictures in the naming task were presented in a randomized order. Two separate
tests were run for each language group. The participants read the information sheet and
signed their consent to take part in the experiment. They were administered the task in an
online docs.google form. The noun set contained several pictures which could elicit the
same noun to see which image would obtain the best score (such pictures were never used
close to each other). When a participant gave the intended answer, it was coded as 1,
while other responses received a score of 0. Although the overall accuracy based on each
noun-picture naming score for Swedish and Russian reached 90% and 90.2%
correspondingly, several critical nouns, which could not be changed due to the
experimental design, stayed below 70%. Consequently, the decision was made to run a
pre-experimental picture naming session to make sure that participants would be familiar
with the intended names of the pictures in Swedish (Grditer et al., 2012; Hopp, 2013).

5.2.5 Sentence stimuli

96 critical sentences were created, so that half of them were semantically low constraining
and the other half were highly constraining, i.e., biasing towards the target noun. 12 verbs
(e.g., se (see)) or verb phrases (e.g., titta pa (look at)) were chosen for the critical low-
constraint sentences. The verbs were repeated four times throughout two experimental
blocks in the critical trials. In the high-constraint sentences, verbs diverged depending on
the noun. The present perfect simple tense was used in both critical and filler sentences,
and the predicate consisted of a single verb or a verb with a particle, making the distance
between the beginning of a sentence and a target noun onset equal to 3—4 words, similarly
to Chambers & Cooke (2009).

Below is an example for two types of the critical sentences and a visual display (Figure
1) for the target golv ['gol:v] (“floor’ in English and ‘rox’ in Russian) competing with
berg (‘mountains’ in English and ‘zopsi’ ['gori] in Russian. The high-constraint sentence
(B) biased the listener towards the target noun “golvet” (the floor) because it is more
plausible to polish the floor than the mountains while the low-constraint condition (A)
left the choice open. The same low- and high-constraint sentences were used for each
target noun across the eight conditions (see Table 1 for an example of eight conditions
for the target noun GOLV and Appendix E for the list of all sentence stimuli).
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Figure 1. A visual display for the target GOLV competing with the Russian word for “mountains”
(2opwr [ gori]).

A. Low constraint: Han har ritat golvet.
he.3SG. have-PRS. draw-PTCP floor-DEF.SG.N.

He has drawn the floor.

B. High constraint: Han  har polerat golvet.
he.3SG. have-PRS. polish-PTCP floor-DEF.SG.N.
He has polished the floor.

In order to verify the low- and high-constraint context manipulations, twelve Swedish
native speakers were asked to do a cloze probability task, answering online in writing
which of the five pictures (a target and four competitors in randomised positions) could
complete each sentence. One participant could not do the task with the low-constraint
sentences due to technical problems. The results of the task were calculated by assigning
1 to the intended picture choice and 0 to any alternative choices (more than one in the
high-constraint sentences and less than all in the low-constraint sentences). The
participants chose the intended target picture 83.5% of the times in the high-constraint
sentences and all the five pictures (demonstrating no bias towards any image) 93.6% of
the times in the low-constraint sentence.?

3 Despite the high overall accuracy, 10 high-constraint sentences had a rate below 70%. Consequently, all but 2
have been changed. The two sentences, altering which could render the verb overly complex, were: Han har
dragit ut ladan/panna/sangerska/bét/sang. (He has pulled out the drawer/forehead/singer/boat/bed), where 62%
of the answers were ‘lddan’, and Hon har malat med penseln/sandlada/nudlar/handskar/haj. (She has painted
with the brush/sandbox/noodles/gloves/shark) with a 54% accuracy rate.
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Table 1. Eight experimental conditions for the target noun GOLYV (floor).

Condition Competition Sentence  Experimental sentence for GOLV
L1 Russian L2 English ~ context  (Russian translations of competitors
phonological ~ cognate are provided in quotation marks)
1.Low no overlap non- low Han har ritat GOLVET / HUND.
cons el 0 cognate  constraint ¢ 35, have-PRS. draw-PTCP floor-
P DEF.SG.N./dog-SG.C.
He has drawn the floor/dog—‘sobaka’.
2. Low nooverlap  cognate low Han har ritat GOLVET / TALT.
constrzil_?_t, constraint ¢ 356, have-PRS. draw-PTCP floor-
competition DEF.SG.N./tent-SG.N.
from English
He has drawn the floor/tent—palatka’.
3. Low overlap non- low Han har ritat GOLVET / BERG.
consetn. cognate  constraint ¢ 35, have-PRS. draw-PTCP floor-
pettiol DEF.SG.N./mountain-PL.N.
from Russian
He has drawn the floor/mountains—
‘gory’.
4. Low overlap cognate low Han har ritat GOLVET / HUVUD.
ggnms”ee}[li?it(;n constraint e 35G. have-PRS. draw-PTCP floor-
PELTIO DEF.SG.N./head-SG.N.
from Russian
and English He has drawn the floor/head—
‘golova’.
5. High no overlap non- high Han har polerat GOLVET / HUND.
constrint, no cognate  coNsUANt o 356 have-pRS.  polish-PTCP
P floor-DEF.SG.N./dog-SG.C.
He has polished the floor/dog—
‘sobaka’.
6. High nooverlap  cognate high Han har polerat GOLVET / TALT.
gg”mStr;'l?lton constraint o35G, have-PRS.  polish-PTCP
petio floor-DEF.SG.N./tent-SG.N.
from English
He has polished the floor/tent—
‘palatka’.

7. High overlap non- high Han har polerat GOLVET / BERG.
constrant, cognate cONSUANt e 356, have-PRS.  polish-PTCP
P . floor-DEF.SG.N./mountain-PL.N.

from Russian
He has polished the floor/mountains—
Ggory’.
8. High overlap cognate high Han har polerat GOLVET / HUVUD.
constraint, constraint he.3SG. have-PRS. polish-PTCP
competition floor-DEF.SG.N./head-SG.N.
from Russian .
and English He has polished the floor/head—

‘golova’.
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5.2.4 Other properties of the stimuli

Since the number of possible words matching the criteria is limited, the participants heard
the target noun once in the low and once in the high-constraint sentence conditions but
with different competitors and in a different block. To counterbalance, in the filler
sentence trials, the same critical targets appeared twice as competitors, and all the critical
competitors were used as targets two times. Target nouns in the filler trials were treated
in the same way as the critical target nouns. Thus, every noun appeared an equal number
of times during the experiment (Chabal & Marian, 2015).

192 filler trials also consisted of low- and high-constraint sentences and were compatible
with the critical sentences in their syntactic structure (Dijkgraaf et al., 2017; Lagrou et
al., 2015), but there was no phonological overlap across three translations of each filler
target and competitor.

To ensure that participants were paying attention to the whole sentence instead of
listening to the last word only, twenty-eight filler trials (fourteen per block) were followed
by comprehension questions. The questions concerned a verb and required either “yes”
or “no” answer 50% of the time each. To exemplify, after hearing Hon har bakat brddet
(She has baked the bread), the question was Har hon &tit brodet? (Has she eaten the
bread?) with the expected “nej” (no) answer.

48 quadruplets were created with each of the four conditions having 12 unique noun sets.
Every participant heard 96 critical trials (12 target nouns per four conditions in two types
of sentences) and 192 filler trials. Overall, each participant heard 288 trials divided into
two blocks containing the same number of low- and high-constraint sentences.

Since the role of the filler trials was two-fold, that is to distract participants but also to
make sure that each noun was repeated the same number of times, four experimental lists
were created with an individual set of fillers which would fulfil the required conditions.
The sentences were distributed across the four lists in a Latin-Square design and presented
in two blocks in a pseudorandomized order making sure that no more than two target
trials of the same condition were heard in a row (Shook et al., 2015). Additionally,
attention was made not to have the same target noun or verb phrase heard in a row (there
was, however, one verb which was heard sequentially in two filler trials in one list). The
blocks never began or finished with a critical trial. The list order was counterbalanced in
another four lists.

5.2.5 Auditory stimuli

All the experimental sentences were recorded at 44.1 kHz, 32 bits in a sound attenuating
booth by a female adult Swedish native speaker using Audacity(R) recording and editing
software in two sessions on two days. The sentences were divided into blocks containing
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auditory fillers which had a different syntactic structure helping to avoid the speaker
adopting any monotone or accelerating prosody while reading alike sentences. The
speaker was asked to use a declarative sentence intonation at a normal rate. The first three
sentences appeared again at the end of each block and several sentences were recorded
twice due to some noise in the initial recording®. The recordings were then processed
using version 3.2.4 Audacity(R) recording and editing software; the target sentences were
automatically marked; the volume was normalised with the perceived loudness of -23.0
LUFS (loudness units full scale) and the target noun onsets and sentence durations were
obtained for both critical and filler trials.

5.3 Procedure

Participants were tested individually online, using the experiment created in PsychoPy
(Peirce, Gray, Simpson, MacAskill, Hochenberger, Sogo, Kastman, & Lindelgv, 2019)
version 2022.2.5 and hosted by Pavlovia (https://pavlovia.org/). Each meeting began with
signing the consent form upon reading the information sheet and discussing any arising
questions about the study. It was then followed by filling in the language background
questionnaire LEAP-Q (Marian, Blumenfeld & Kaushanskaya, 2007) in Russian. The
participants were told that the aim of the experiment was to see how well they could use
their Swedish vocabulary in a Swedish listening comprehension task. After that, the
participants had a picture naming session. In this session, the experimenter showed a
picture on the shared computer screen using a PsychoPy built experiment and asked a
participant in Swedish to name the picture. If a participant gave a wrong or no answer,
the experimenter named the picture. Each picture naming session was compatible with an
experimental list a participant would receive. The percentage of correct answers was
considered for the participant’s naming accuracy score.

After the picture naming session, the participants were encouraged to take a short break.
Then, the experiment began. The experimenter monitored the whole experiment which
lasted for approximately 20 minutes and was followed by the English and Swedish
proficiency tests. Only then did the participants learn that their English knowledge was
also relevant for the study. The English LexTALE (Lemhofer & Broersma, 2012) was
run online, and the Swedish version (Borg, 2021) was administered by the experimenter
by sharing the screen and clicking “ja” (yes) or “nej” (no) buttons upon hearing the
participant’s response. Diverging from the original version, this way of running the test
allowed for the whole meeting to be online. The entire meeting took around 90 minutes.

4 Initially, high-constraint sentences were recorded with targets and with a nonce word alagan which was to be
later replaced by a target from the other high-constraint sentence set. Similar to Shook et al. (2015), the aim was
to avoid any possible target-biasing phonetic cues and to avoid elisions in 6ppnat tandaren (opened the lighter)
and restaurerat tavlan (restored the painting) with the verb final -t and the noun initial t-. However, the resulting
trials sounded unnatural. It was thus decided not to use the nonce word and record the two mentioned sentences
with different predicates: 6ppnat upp tandaren (opened the lighter) and hangt upp tavlan (hung up the painting),
which created meaningful high-constraint sentences (as confirmed by two Swedish native speakers).
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In the main experiment, the participants read instructions in Swedish and then proceeded
to three practice trials with feedback and eight practice trials without feedback. Each
practice session had a comprehension question. The participants were instructed to select
one of the two pictures which could complete a sentence as fast as possible without
making mistakes. They used the right and left arrow keys on the keyboard to make their
choice.

Every trial began with a fixation cross staying on the screen for 500ms, followed by a
blank screen for another 500ms after which an auditory sentence was presented. Pictures
appeared on the screen 1,000ms before the noun onset in each sentence (Lagrou et al.,
2013Db; Ito et al., 2018). Overall, picture presentation time used in previous studies ranges
from 500ms (Bartolotti & Marian, 2018; Dijkgraaf et al., 2019) up to 2,000 — 2,200ms
(Chambers & Cooke, 2009; Chun & Kaan, 2019). For this study, 1,000ms has been
chosen as a time window which should be enough for participants to get familiar with the
visual scene information, considering their multilingual background, which might result
in slower processing (Shook et al., 2015; Dijkgraaf et al., 2019). The inter-trial interval
was 500ms. The experimental blocks were divided by a self-timed break. The
participants’ reactions times, accuracy and answers to the comprehension questions were
collected.

6. Results

The statistical analyses of accuracy and reaction times (RTs) were run in R, version
2022.07.2+576 (R Core Team, 2022), using the Ime4 package, version 1.1-31 (Bates et
al., 2015), and p-values obtained using the ImerTest package, version 3.1-3 (Kuznetsova
et al., 2020). The fixed effect factor of Sentence Constraint was contrast coded with the
base condition (Low Constraint) as -0.5 and High Constraint as 0.5 (Linck & Cunnings,
2015). Based on previous research (Van Assche et al., 2011), Overlap and Cognate
measures were treated as continuous variables, so that Overlap was coded based on the
number of Russian-Swedish onset overlapping phonemes and Cognate was coded by
virtue of the competitor’s English-Swedish orthographic similarity score. Noncognates
obtained the value of 0 to avoid them being treated as cognates based solely on their
orthographic forms. All the continuous variables were mean-centred (Winter, 2019).
Reaction times for the analysis were calculated by subtracting noun onset times from the
corresponding trial raw reaction times. For data trimming, the resulting reaction times
over 4,000ms and below 300ms were removed. Individual outlying values which were
diverging from the participant's mean RTs by more or less than 3SD were also removed,
resulting in the loss of 0.03% of the data altogether.

6.1 Comprehension questions and accuracy

Overall, the participants were highly accurate answering the comprehension questions,
demonstrating that they were attentive and could understand the sentences sufficiently.
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Mean comprehension question accuracy was 97.14% (SD = 5.78%; range = 71.43 —
100%). For the lexical selection task, only the accuracy in the critical trials was analysed.
Incorrect responses were given a score of 0 and were excluded from the analysis of the
RTs (0.8% of data loss) while each correct answer was coded as 1.

The generalised linear model with a binomial distribution was used to analyse the
accuracy data. The model was progressively backwards-fit, sequentially removing the
factors with insignificant effects (Covey et al., 2022). The initial model included
Accuracy as the dependent variable and length of residence (LOR) in Russian, Swedish
and English-speaking countries, amount of use of the three languages; participants’ Age
at the time of testing (included to see if the LOR effects were independent)®; English and
Swedish LexTALE Scores; Picture naming accuracy (Naming Accuracy); Bilingualism;
Number of languages; Block order; and the interaction of Overlap, Cognate and Sentence
Constraint (Constraint) as fixed factors. The model converged with by-ltem and by-
Subject intercepts as random factors and the two-way interactions of Overlap and
Cognate, Overlap and Constraint, and Cognate and Constraint as fixed factors. R-code:
glmer(Accuracy ~ Overlap*Cognate + Overlap*Constraint + Cognate*Constraint + (1 |
Subject) + (1 | Item)).

The results revealed a significant main effect of Overlap. The negative estimate (see Table
2) suggests that when a Swedish target overlapped with a competitor’s Russian
translation, participants’ accuracy decreased (i.e., they erroneously chose a competitor
significantly more often compared to when there was no cross-linguistic overlap). There
was also a significant effect of Constraint, with participants making fewer errors in high-
constraint sentences. There was no effect of competitors’ L2 English L3 Swedish cognate
status or the interaction of any factors, suggesting that the Overlap condition trials were
responded to more erroneously regardless of the sentence context or the competitor’s
English-Swedish cognate status.

5 For this study, experiential factors (i.e., length of residence and use) rather than age of acquisition (AoA) were
considered for L2 English and L3 Swedish. Firstly, all but one participant acquired Swedish as late learners
(which, however, does not necessarily or completely exclude the AoA effect and could be explored in the future).
Importantly, most participants acquired Swedish upon their immigration, i.e., LOR in Sweden and in a Russian-
speaking country, at least partially, reflect both AoA and immersion factors. Regarding English, although 34 out
of 40 participants were first exposed to it at the age of < 10 (i.e., as early learners), only 6 reported speaking
English freely at the ages of 7 and 10 the earliest. Moreover, in the context of a Russian-speaking country, foreign
language acquisition and use are typically limited to a classroom environment. Thus, considering the AoA of
English for the current population requires additional discussion of what should be regarded as acquisition of a
foreign language and whether in fact the learning experience rather than the age of acquisition or first exposure
has a bigger effect. Consequently, since considering participants’ characteristics was only additional to the main
research questions informing the current study, the length of residence in Russian, English and Swedish-speaking
countries were chosen to address the factors of exposure and experience with the three languages. In a follow-up
study, it would be interesting to investigate the effects of the factors of AoA and learning experience with both
foreign languages on cross-linguistic competition in the given population in more detail.
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Table 2. Mixed-effects model results with accuracy score treated as the dependent variable.

Fixed effects Random effects
Estimate  Std. Error z value p By Subject By Items
SD SD
Intercept 6.452 0.581 11.106 <0.001*** 1.46 0.7
Overlap -0.667 0.209 -3.192 0.001** — -
Cognate 0.644 0.856 0.753 0.452 - -
Constraint 1.057 0.534 1.982 0.048* - -
Overlap x | -0.201 0.637 -0.316 0.752 - -
Cognate
Overlap x| 0.293 0.405 0.723 0.47 - -
Constraint
Cognate x| 0.344 1.428 0.241 0.81 - -
Constraint
Note In this and other models, the Overlap and Cognate factors reflect a mean-centred
number of target-competitor Russian-Swedish overlapping phonemes and English-
Swedish orthographic similarity score for cognate competitors. The Constraint
factor reflects semantically low- and high-constraint sentences, coded as —0.5 for
low- and 0.5 for high-constraint sentences.
Formula: Accuracy ~ Overlap*Cognate + Overlap*Constraint  +
Cognate*Constraint + (1 | Subject) + (1 | Item). Significance codes: 0 “**** 0.001
“*%20.01 “*70.05 <

6.2 Reaction times

The RT results were analysed using the Imer-function in R and the RTs were transformed
using the log function (natural logarithm). All the fixed factors were coded and centred
in the same way as for the Accuracy analysis described above. Similar to the Accuracy
data analysis, initially all the factors which were of interest for the current research
questions were included in the model and those factors which had no significant effect
were progressively excluded. As a result, only the interaction of Overlap, Cognate and
Constraint, and Naming Accuracy and Block order remained as fixed factors with the
random effects of by-Subject and by-Item intercepts and slopes for Constraint. The final
model formular (R-code): log(RTs) ~ Overlap*Cognate*Constraint + Naming Accuracy
+ Block order + (1+ Constraint | Subject) + (1+ Constraint | Item).

There was a significant main effect of Constraint, showing that reaction times were
shorter for high compared to low-constraint sentences (see Table 3). The Block Order
effect was also significant, reflecting that the participants sped up in the course of the
task. Crucially, the effect of Overlap was also significant, suggesting that the participants
were slower when more phonemes between a target and a competitor overlapped.
Furthermore, while the competitor’s English-Swedish Cognate effect was insignificant
by itself, there was a marginally significant interaction of Overlap, Cognate and
Constraint, which was further explored. The full model also showed that, expectedly,
those participants who named more pictures before the experiment, were faster. No other
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factor effects were significant. See Figures 2—4 for the visualisation of predicted RTs
plotted by the effects of Overlap, Sentence Constraint and the three-way interaction of
Overlap, Cognate and Constraint.

Table 3. Mixed effects model results with reaction times (log-transformed) as the dependent variable.

Fixed effects Random effects
Estimate  Std. Error tvalue p By Subject By Items
SD SD
Intercept 7.58 0.018 422.981 <0.001*** 0.097 0.046
Overlap 0.004 0.002 2.237 0.025* — -
Cognate -0.004 0.006 -0.59 0.555 — -
Constraint -0.046 0.009 -5.094 <0.001*** 0.034 0.042
Naming -0.002 0.0007 -3.338 0.002** — -
accuracy
Block order -0.038 0.004 -9.643 <0.001*** — -
Overlap x 0.004 0.006 0.653 0.514 — -
Cognate
Overlap x | 0.005 0.004 1.276 0.202 — -
Constraint
Cognate x | -0.013 0.013 -1.03 0.303 — -
Constraint
Overlap x | 0.019 0.012 1.658 0.097 . — -
Cognate X
Constraint
Note Formula: log(RTs) ~ Overlap*Cognate*Constraint + Naming Accuracy + Block
order + (1 + Constraint | Subject) + (1 + Constraint | Item).
Significance codes: 0 “**** 0.001 “*** (0.01 “** 0.05 .

Predicted reaction times (RTs)

1800 -

i
Overlap

Figure 2. Predicted RTs plotted by the effect of Overlap (mean-centred numbers of overlapping
phonemes, where -1 means no overlap).
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Figure 3. Predicted RTs plotted by the effect of Sentence Constraint (-0.50 refers to low- and 0.50 to
high-constraint sentences).
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Figure 4. Predicted RTs plotted by the effect of the interaction of Overlap (mean-centred numbers
of overlapping phonemes), Cognate (mean-centred orthographic similarity score where -0.3 and 0.7
reflect the scores of 0, i.e., noncognates, and 1, i.e., identical cognates) and Constraint (-0.50 refers to
low- and 0.50 to high-constraint sentences).

6.2.1 Follow-up analyses
6.2.1.1 Low constraint conditions

To explore the three-way interaction, two separate models were run for each level of the
factor of Constraint using the same backwards-fit principle. For the Low Constraint
conditions, the random effects included by-Item intercepts and by-Subject intercepts and
slopes for the Overlap measures, in addition to the fixed effects of LOR in a Russian-
speaking country (LORR), Age, Naming Accuracy and Block order. R-code:
Imer(log(RTs) ~ Overlap*Cognate + LORR + Age + Naming Accuracy + Block order +
(1 + Overlap | Subject) + (1 | Item).
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Table 4. Mixed-effects model results for the Low Constraint conditions with reaction times (log-
transformed) treated as the dependent variable.

Fixed effects Random effects
Estimate  Std. Error tvalue p By Subject By ltems
SD SD
Intercept 7.604 0.015 521.409 <0.001*** 0.064 0.044
Overlap 0.002 0.003 0.645 0.522 0.008 -
Cognate 0.002 0.008 0.202 0.84 - -
LORR 0.003 0.002 2.150 0.038* - -
Age 0.003 0.001 2.451 0.019* - -
Naming -0.003 6.9e-04 -4.647 <0.001*** — —
accuracy
Block order -0.039 0.005 -7.294 <0.001*** — -
Overlap x -0.005 0.008 -0.671 0.502 — -
Cognate
Note Formula: log(RTs) ~ Overlap*Cognate + LORR + Age+ Naming Accuracy + Block
order + (1+ Overlap | Subject) + (1 | Item). Significance codes: 0 “***’ (0.001 ‘**’
0.01 “**0.05 <’

Neither Overlap, nor Cognate factors or their interaction had a significant effect on
reaction times in low-constraint sentences. The Age factor had a slightly bigger effect
than LOR in a Russian-speaking country (LORR), whose effect, nevertheless, was also
significant (see Table 4), suggesting that both factors made the participants slower. To
sum-up, no cross-linguistic competition effect was significant in low-constraint
sentences.

6.2.1.2 High constraint conditions

As before, all the factors which did not show a significant effect were sequentially
removed from the model for the High Constraint conditions (except for the Cognate and
Age factors for the purpose of comparison between the Low and High Constraint models),
resulting in the inclusion of the fixed effects of LOR in a Russian-speaking country
(LORR), Age, Naming Accuracy, Block order, the interaction between Overlap and
Cognate, in addition to by-Subject and by-ltem intercepts as random factors. R-code:
Imer(log(RTs) ~ Overlap*Cognate + LORR + Age + Naming Accuracy + Block order +
(1 | Subject) + (1 | Item)).

In high-constraint sentences, the effect of Overlap was significant (see Table 5), showing
that when an L3 Swedish target phonologically overlapped with an L1 Russian
competitor’s translation, the participants selected a target noun picture significantly more
slowly. However, the interaction between the factors of Overlap and Cognate did not
reach the level of significance. Neither did L2 English interference alone yield a
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significant effect, which might explain the weak Overlap-Cognate interaction effect. The
only LOR which remained significant, was related to Russian, showing that a longer stay
in an L1-speaking environment (which also meant later L3 immersion) significantly
slowed participants down in high-constraint sentences regardless of their age, whose
effect was insignificant. This is interesting, considering the strong L1 Russian
phonological competition effect but weak L2 English interference.

To sum up, semantically highly constraining sentences were processed faster than low-
constraint sentences across the board, having the main facilitative effect on the reaction
times in the task. In the trials where an L3 Swedish target phonologically overlapped with
a competitor’s L1 Russian translation, the participants reacted more slowly than in the no
overlap trials. This demonstrates that L1 Russian interfered in the course of an L3
monolingual task even when the context reliably biased the participants towards a target.
Moreover, somewhat surprisingly, the cross-linguistic phonological Overlap effect was
significant only in high-constraint sentences, which also experienced the strongest effect
of LOR in a Russian-speaking country regardless of the actual Age factor. A longer stay
in an L1-speaking environment or the resulting later L3 immersion onset made the
participants slower. However, the competitor’s L2 English L3 Swedish Cognate factor
did not yield a significant effect by itself but interacted with L1 Overlap and Sentence
Constraint, suggesting that the participants experienced bigger double non-target
language competition in high- compared to low-constraint sentences. However, the
further analyses revealed that the size of the double competition effect did not reach
significance in either sentence context. From all the participants’ individual
characteristics, only LOR in a Russian-speaking country yielded a significant effect even
when age, Swedish and English proficiency and use were considered.

Table 5. Mixed-effects model results with reaction times treated as the dependent variable (log-
transformed). High Constraint conditions.

Fixed effects Random effects
Estimate  Std. Error tvalue p By Subject By ltems
SD SD
Intercept 7.557 0.018 413.548 <0.001*** 0.085 0.057
Overlap 0.006 0.003 2.327 0.02* - -
Cognate -0.009 0.009 -0.975 0.33 - -
LORR 0.006 0.002 2.723 0.0095**  — -
Age 0.003 0.002 1.600 0.117
Naming -0.004 9.2e-04 -4.047 <0.001*** — -
accuracy
Block order -0.038 0.006 -6.428 <0.001*** — -
Overlap x 0.012 0.009 1.431 0.153 — —
Cognate
Note Formula: log(RTs) ~ Overlap *Cognate + LORR + Age + Naming Accuracy + Block
Order + (1|Subject) + (1|Item). Significance codes: 0 “***” 0.001**°0.01 <*°0.05 .
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Figure 5. Predicted RTs plotted by the effect of Overlap (mean-centred numbers of overlapping
phonemes, where -1 means no overlap).
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Figure 6. Predicted RTs plotted by the effect of Length of Residence (LOR) in a Russian-speaking
country (mean-centred).
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Figure 7. Predicted RTs plotted by the effect of the interaction of Overlap (mean-centred numbers
of overlapping phonemes, where -1 means no overlap) and Cognate competitor (mean-centred
orthographic similarity score, where -0.3 and 0.7 reflect the scores of 0, i.e., noncognates, and 1, i.e.,
identical cognates).
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7. Discussion

The current study aimed to investigate whether L1 Russian L2 English L3 Swedish
learners (with a late age of L3 acquisition) would experience competition from one or two
non-target languages when listening to semantically low- and high-constraint sentences
in their L3 Swedish while doing an online lexical selection task. The sentence context (as
determined by the main verb) was manipulated to be either low or highly constraining, so
that the high-constraint sentences would bias towards the target noun. The cross-linguistic
competition was explored by choosing a competitor whose L1 Russian translation
phonologically overlapped with an L3 Swedish target and/or a competitor which was an
L2 English L3 Swedish cognate. The study explored whether top-down information from
semantically highly constraining L3 Swedish sentences could modulate cross-linguistic
competition of varying kinds (phonological overlap or cognate interference) and degrees
(from one or two non-target languages). Finally, the influence of participants’ individual
characteristics on L3 auditory comprehension was investigated.

The results suggest that a semantically constraining sentential context in L3 Swedish led
to more accurate and faster lexical selection compared to the low constraining context.
However, sentence bias did not eliminate bottom-up driven competition from the
participants’ L1 Russian, which was found to interfere in high-constraint sentences even
when only the end-course reaction times were analysed. The L1 Russian interference also
made the participants significantly less accurate when selecting a target over a competitor
in both sentence contexts. Conversely, single L2 English interference did not yield a
significant effect. There was only a marginal effect of the three-way interaction of L1
Russian phonological Overlap, L2 English L3 Swedish Cognate and Sentence Constraint
factors, which was explored in the follow-up analyses. As a result, no significant double
non-target language (L1 and L2) interference was observed in each sentence type.

The high-constraint sentence context affected reaction times, reliably helping the
participants to select a target picture faster. It also impacted accuracy, such that when the
sentential context was biasing towards the target noun, the participants made fewer errors
when selecting the target (and ignoring the competitor). In fact, after the experiment, most
participants admitted having noticed the sentence constraint. The findings are consistent
with previous studies which have demonstrated that multilinguals can use the preceding
semantic context in their foreign language(s) to make a lexical decision faster and more
accurately, similarly to native and monolingual speakers, albeit less efficiently (Shook et
al., 2015; Dijkgraaf et al., 2019). Below we interpret these findings in light of the research
questions that inform the study.

The first research question concerned the interference from L1 Russian: Does
participants' L1 Russian get activated during an auditory lexical selection task in their L3
Swedish? The L1 Russian interference impacted both reaction times and accuracy,

resulting in slower processing and significantly lower accuracy, which is in line with
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previous findings that demonstrate a strong competition effect from participants’ L1
(Marian & Spivey, 2003). Since it was found in high-constraint sentences only, the L1
interference effect will be discussed in more detail when we address the third research
question.

The second research question concerned the participants’ L2 English interference: Does
participants’ L2 English get activated during an auditory lexical selection task in their L3
Swedish and does it modulate the potential L1 Russian activation? The results suggest
that L2 English interference by itself did not significantly affect L3 Swedish
comprehension with respect to both reaction times and accuracy. Although it did interact
with the observed L1 interference and sentence constraint, as suggested by a marginal
three-way interaction, the follow-up analyses did not reveal an effect of L2 interference.

These findings do not support the prediction that different kinds of competition from non-
target L1 and L2 would result in cumulative, double cross-linguistic interference in the
L3 sentence context. It appears that only overt L1 phonological competition made the
participants significantly slower and less accurate while L2 English interference (from an
L2 English L3 Swedish cognate competitor) was never strong enough. The competition
from L2 English was covert because it did not match L3 Swedish input directly but could
potentially be triggered by the spread activation from the visual scene information (a
picture whose labels were English-Swedish cognates) or/and from the initial overt L1
competition from competitors’ Russian translations which phonologically overlapped
with L3 Swedish input (target nouns). The current results thus diverge from the findings
by Shook & Marian (2019) who observed a significant covert co-activation effect at the
word level processing.

Firstly, this pattern can be the result of the L2 not only being a non-target language in the
task, but also the language which was not used during the experimental meeting before
the main task. The participants were told that they had to be native speakers of Russian
and late learners of Swedish. They were unaware that English was also relevant.
However, although the effect of the prior language context has been observed in some
studies (Spivey & Marian, 1999; Mercier et al., 2016), it has not always been found in the
others (Lemhofer et al., 2004). It is possible that since our trilingual participants have,
generally, been using all their three languages daily but in different contexts, they might
have been more sensitive to the absence of L2 English prior to the main task, but at this
point, this assumption cannot be directly supported by the findings considering the
experimental set-up used. It would, consequently, be interesting to explore the priming
effect of the prior L2 use in a follow-up study.

It is, however, doubtful that the weak L2 effect was due to low proficiency, because the

participants were, on average, similarly advanced in both Swedish and English with the

mean LexTALE scores of 76.8 and 74.1, respectively. Moreover, the L2 or L3 proficiency

effect was earlier found in relation to the L2 and L3 interference when processing the first
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(i.e., more dominant, earliest acquired and possibly most proficient) language (Szubko-
Sitarek, 2011; Van Hell & Dijkstra, 2002) but in this study, the participants were listening
to their third, latest acquired language. Nevertheless, our participants, generally, used
their L2 English less frequently (23.2%) than L1 and L3 — 36.4% and 31.9% for L1
Russian and L3 Swedish, respectively. However, the effect of the language use of either
language did not reach significance in any of the statistical models, meaning that the
factor was not able to explain the differences in the performance.

Another possibility is that the L2 influence in this study was insufficient because the L2-
L3 cognates were mostly nonidentical. Although the same cognateness measure as the
one used for this study had yielded significant effects of cognateness in previous research
(Kurnik, 2016), the trilingual status of the participants and the auditory task modality
could have affected the performance differently. Finally, it is also possible that looking
at the end-course reaction times did not allow to capture the L2 interference effect, which
otherwise could have been observed in earlier processing measures.

Interestingly, the L2 English interference was weaker than the L1 Russian competition,
although English and Swedish are cross-linguistically closer. Similarly, Griter & Hopp
(2021) found that cross-linguistic effects at the level of the syntax were explained by the
order of acquisition of the participants’ two languages, but not by the amount of use of
each language. The current findings might suggest that acquisition order can also prevail
over the languages’ cross-linguistic (dis)similarity, although this question requires further
investigation with more sensitive measuring techniques (eye-tracking or EEG), for
instance, to see whether a typologically related but more dominant L2 than L1 will
interfere in L3 comprehension.

The third research question concerned the interaction between top-down information and
cross-linguistic competition: To what extent does top-down information (i.e., sentence
constraint) modulate the potential cross-linguistic competition from L1 Russian and/or
L2 English with L3 Swedish? The results suggest that even though the high-constraint
sentence context helped the participants to select a Swedish target faster and more
accurately, competition from L1 Russian stayed robust. A surprising finding is that there
was no cross-linguistic competition effect in low-constraint sentences, which might be
explained by generally longer response times in such trials. In turn, this could have failed
to capture effects of cross-linguistic competition by the time participants selected the
target (Huettig & McQueen, 2007). Previous studies using more sensitive measures (e.g.,
first-pass fixations or event-related potentials) were able to capture effects of cross-
linguistic competition (Chambers & Cooke, 2009; Wu & Thierry, 2010). The proposed
explanation is supported by the absence of any Overlap-Constraint interaction effect on
Accuracy, meaning that phonologically overlapping competitors deceivably attracted
more attention in both types of sentences. Alternatively, it is possible that the Russian-
Swedish phonologically target-overlapping competitor became more disruptive in the
context where the target was expected, increasing the competition effect, but such an
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account would contradict numerous (if not all) previous studies and, thus, seems
implausible.

Interestingly, the L1 Russian L3 Swedish phonological overlap competition was
significant even though only the end-course reaction times were explored, which appears
to contradict several previous studies on bilinguals. For instance, Ito et al. (2018) did not
find any L1 Japanese phonological interference for their Japanese-English listeners of
semantically constraining sentences in English, and Chambers and Cooke (2009)
observed the dominant English language interference in low-constraining sentences being
significantly modulated in competitor incompatible contexts.

The differences across the findings in the three studies can be explained by several factors.
Firstly, the complete absence of Japanese interference in Ito et al. (2018) might well be
explained by Japanese and English being too cross-linguistically dissimilar to elicit any
visible co-activation. Secondly, the current study recruited almost twice as many
participants, resulting in different statistical power. Thirdly, the decision to
counterbalance target-competitor gender congruency might have influenced the results in
Chambers and Cooke (2009), particularly, in competitor incompatible sentences by
providing an even stronger target-biasing cue to the listeners.

Ito et al. (2018) also suggest that their use of English prior to the experiment might have
reduced any potential Japanese influence. It is not reported which language was used in
Chambers and Cooke (2009). As mentioned earlier, the participants in this study used
both Russian (in the language background questionnaire) and Swedish when naming the
picture stimuli directly before doing a monolingual Swedish task. It thus appears unlikely
that Russian was primed more than Swedish. Furthermore, the differences in the methods
should also be considered.

Finally, the diverging results can also be explained by the fact that our participants were
processing their L3 while in the above-mentioned research, the subjects were reading in
or listening to their L2. The third language could have experienced bigger competition
from the first, much earlier acquired language, than the second language did. Future
studies should explore this possibility, for example, by comparing if the same trilingual
speakers would experience a smaller L1 competition effect when processing their L2
compared to L3 (with the same L2 and L3 use). In any case, the fact that L1 competition
was observed in the end-course reaction times reveals the strength of its interference
effect, which has, indeed, been found even in semantically rich sentences in other studies
(Lagrou et al., 2013a, b; 2015; Van Assche et al., 2011; Kurnik, 2016).

However, our findings diverge from the only trilingual sentential study to date conducted
by Lijewska (2022) who found no cognate facilitation effect in semantically low- or high-
constraint English (foreign language) sentences even though the critical words were

44



cognates across the participants’ three languages. This suggests that even L1 co-activation
in non-native visual language comprehension was absent, which diverges from the current
findings. However, the two studies differ significantly: auditory versus visual language
processing; different measures of cognateness; and the status of two foreign languages in
Lijewska (2022) was mixed, meaning that some of the participants were processing their
L2, not their L3. In the current study, the order of L2 and L3 acquisition was controlled
for. The participants’ backgrounds were also different: while our subjects were immersed
in their L3 Swedish and possibly L2 English environments (due to the wide English use
in Sweden), Lijewska (2022)’s subjects were living in the L1 Polish-speaking community
where neither German nor English (L2/L3) were widely used. Moreover, the cognate
effect predicted in this study was impeding (cognates being competitors) but not
facilitative (cognates being targets) as in the 2022. More evidence is needed to understand
which of the above factor(s) has the biggest influence.

Regarding individual characteristics of participants, only the length of residence in a
Russian-speaking country had a significant effect (independent of the age factor),
showing that a longer stay in an L1-speaking environment (which also meant later
immersion in the L3 context) slowed down L3 Swedish listeners, particularly, in high-
constraint conditions. Interestingly, neither proficiency, exposure, nor use of Swedish
affected accuracy or reaction times. However, those participants who could name more
pictures in Swedish, reacted faster. The influence of L1 Russian on L3 Swedish speech
comprehension was strong across the board even though the participants used both
languages similarly often and were living in Sweden. On the one hand, the results differ
from earlier findings that the language of the environment can modulate non-target
language competition (Spivey & Marian, 1999); on the other, the linguistic environment
of the current participants could have been different, providing them more opportunities
to use all their three languages than, e.g., the US context in Spivey & Marian (1999).

To conclude, the results of the study are inconsistent with the assumption of the BIA+
model that top-down information can modulate bottom-up guided cross-linguistic co-
activation even at later processing stages. Although BIA+ focuses on visual language
processing of bilinguals but not auditory comprehension of trilinguals, its predictions
have been applied to both scenarios before (Lagrou et al., 2013a; Lijewska, 2022).
However, the pattern of results is in line with BLINCS which assumes that cross-
linguistic co-activation of input-matching candidates decays gradually, as the input is
presented, and leaves a trace from previously processed elements. Moreover, the
information from a visual scene can directly affect linguistic processing, potentially
triggering the activation of picture labels in all the languages. Nevertheless, the model
does not directly make predictions for the influence of top-down information in sentence
contexts. Consequently, it appears necessary to expand both models to include not only
bilingual but also generally multilingual population and possibly moderate and/or include
the assumptions regarding the interaction between top-down and bottom-up processes.
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8. Conclusions

The findings of the study suggest that L1 Russian L2 English late L3 Swedish learners
could use rich sentential semantic cues to facilitate their online Swedish speech
comprehension. However, top-down information did not modulate cross-linguistic
competition from the listeners’ first language, making them slower and less accurate in
the presence of this competition. The results do not support the prediction of the BIA+
model that top-down information can modulate lexical access selectivity at later
processing stages. The observed pattern may be explained by order of acquisition, with
the first acquired language interfering with the target L3, even if the learners had been
immersed in their L3 speaking environment for several years.

The findings are more consistent with the BLINCS model, which captures cross-linguistic
co-activation from multiple representational levels, gradually decaying as the input
unfolds, and considers visual scene input information. BLINCS also assumes a possibility
of double non-target language competition. But since the L2 co-activation did not yield
an effect which would be strong enough to be captured in the end-course reaction times,
more research is needed to understand whether it would be more visible during the earlier
processing stages and what factors could modulate it. Finally, the results suggest that only
the residence in an L1-speaking country, providing more exposure to L1 and delaying the
L3 immersion, but not L2 or L3 immersion time, use or proficiency affected L3 speech
processing, making it slower.

While the paradigm used in this research has proven to be useful to elicit not only
multiple-layer interactions across several languages but also the relation between the top-
down and bottom-up processes in a multilingual brain, along with several limitations,
there are still questions to be addressed in the future. Regarding the limitations, possibly
the biggest one is analysing the end-course reaction times, which might be responsible
for the lack of cross-linguistic effects in the low-constraint sentences. More sensitive
measuring techniques, e.g., eye-tracking or EEG could help herewith. Additionally, the
online set-up provides less researcher control over the experimental environment than the
in-person testing. Finally, but not exhaustively, the ranges of the participants’ age and
length of residence were quite wide, and although the sample size was relatively large for
similar studies, an even bigger number of subjects would provide a clearer picture.

The current study did not include a control group for two reasons. Firstly, at this stage,
the main goal was to investigate diverse multiple layer interactions within the same
mental lexicon, making a within-group comparison sufficient. Secondly, it might be next
to impossible to find enough monolingual Swedish speakers matching all the
experimental criteria. However, in the future, Swedish-English speakers could be
recruited as a ‘partially’ control group.
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There are several directions which a follow-up study can take. Firstly, the effect of the
unstressed vowel reduction on L1 Russian competition (discussed in the Materials
section) can be explored to understand whether phonological competition is primarily
guided by the reduced unstressed phonological or unreduced orthographic forms of the
corresponding nouns. Additionally, the relative roles of cross-linguistic (dis)similarities
and the order and kind of acquisition across three languages need more exploration as
well as whether L2 and L3 interfere with online L1 comprehension. A different direction
can be taken to investigate whether grammatical gender congruency (within and across
languages) can affect lexical cross-linguistic competition. Since Russian and Swedish
both have grammatical gender systems, an interesting set-up can be developed. Finally,
the influence of the preceding language context on both non-target languages’ co-
activation can also be explored.
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Appendix A

Schematised diagrams of the BIA+ and the BLINCS models.
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Figure Al. Bilingual Interactive Activation Plus Model of word recognition (adapted from Dijkstra
& Van Heuven, 2002: 182).
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Figure A2. The Bilingual Language Interaction Network for Comprehension of Speech (adapted
from Shook & Marian, 2013: 22).
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Cohort model

The first psycholinguistic model of spoken word recognition, Cohort (Marslen-Wilson,
1984, 1987; Marslen-Wilson & Welsh, 1978) focuses on the temporal aspect of the
process, dividing it into three stages: access, selection, and integration (Weber &
Scharenborg, 2012). Acoustic signal mapping occurs during the access stage which co-
activates words that match the input in their onset, creating a cohort group. At the
following selection stage, those candidates whose next phoneme mismatches the input
are continuously excluded from the cohort until the only perfectly matching candidate
remains which is then integrated with the syntactic and semantic information of the
context. To exemplify, the Swedish word jordgubbstarta [%u:d.gebs.t o:.ta] (strawberry
pie) will compete for selection with jord ['ju:d] (earth) and jordgubbe [?ju:d.g eb:.¢]
(strawberry) when a listener hears ['ju:d], but at the presentation of /g/, the “jord”
candidate will be excluded from the cohort.

The last integration stage also includes checking candidate(s) against sentential context
constraints, resulting in a possible removal of a candidate if it does not agree with the
context demands. The original model cannot, however, account for the word-frequency
effect (more frequent words are recognised faster) and listeners’ ability to recognise
words which mismatch the context or acoustics. These limitations are addressed in the
later Cohort 11 version, which is, unlike the earlier one, based on the bottom-up principles
only (Marslen-Wilson, 1987). Cohort Il makes it possible for slightly mismatching words
to remain in the cohort and introduces the resting activation values to each word
depending on their frequency. The biggest caveat of the two versions of the Cohort model
is their reliance exclusively on the initial onset of a word while it has been shown
empirically that later parts of words also interact, e.g., the rhyming bear interacts with
declare (Shook & Marian, 2013: 8).

TRACE model

The Cohort model was later used as a basis for TRACE (McClelland & Elman, 1986),
the first computational model of spoken word recognition which, unlike the later Cohort,
assigns more power to the top-down processes. Being a localist connectionist model,
TRACE assumes one node — one unit representation spread across three layers of nodes:
a feature, a phoneme, and a word (Weber & Scharenborg, 2012). The input fitting nodes
get co-activated relative to their similarity, spreading the activation to other layers of
representation. This creates a competition, e.g., when hearing “sun”, run and under are
also considered (Weber & Scharenborg, 2012: 390), but sun gradually inhibits the other
items because each candidate’s activation is proportionate to its similarity to the input.
However, the inhibition only happens within one layer and the word activation remains
unchanged when the input mismatches.

The word layer sends feedbacks to other layers, making TRACE an interactive model in

which lexical knowledge can alter perception. The originally lacking word frequency

account was later introduced by Dahan, Magnuson & Tanenhaus (2001) through a
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resting-activation level, connection strengths’ adjustments or as a post-activation decision
bias. According to TRACE, the onset overlap creates an earlier effect than the overlap in
rhyme, which has, indeed, been observed (Allopenna et al., 1998). The model,
nevertheless, has been criticised for the duplication of the network necessary to recognise
words over time and the lexical feedback loop — the model’s feedback cannot improve
accuracy or speed of processing. Moreover, it assumes that top-down processes can
influence the word-activation stage, which has not been observed empirically
(Klimovich-Gray et al., 2019).

Shortlist model

In order to address some of the above limitations, the Shortlist model was developed
(Norris, 1994). It combines the feed-forward phoneme decision approach of the Cohort
model with the competition mechanisms of TRACE. The generation of candidates and
the competition processes are separated, thus, within the first stage, a shortlist of up to 30
candidates is created, and the candidates form their own interactive-activation network.
The network items then undergo the second stage competition processes, in which less-
input-matching items are inhibited, gradually decreasing their activation as the
mismatching information is presented. Similar to TRACE, the best-matching candidate
inhibits less input-similar ones. Importantly, the whole two-stage process is repeated
every time a new phoneme is presented (with a new shortlist every time) and the
information from each of these processes only goes in a feed-forward way.

The TRACE’s duplication of the whole lexical system at every new phoneme presentation
implausibly limited the possible lexicon size the model could work with, but Shortlist has
resolved this limitation by introducing two stages of processing. Moreover, Shortlist can
account for the lexical stress constraint (observed, e.g., in English, non-stressed vowels
are reduced) and a decreased activation of candidates which leave the adjacent input
incompatible with a real word in a language (e.g., the activation of apple in ‘fapple’ is
reduced because there cannot be such a word as ‘f” in English) (Weber & Scharenborg,
2012). The later Shortlist B version takes Bayesian principles for the basis, changing word
activations to probabilities and word frequencies to prior probabilities, considering
mismatches through likelihoods. It is, thus, suited for calculating the efficiency of the
word recognition process (Norris & McQueen, 2008).

Cohort, TRACE and Shortlist are monolingual spoken word recognition models which
set the stage for the similar bilingual (potentially multilingual) lexicon organisation and
language processing models.
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Appendix B

Descriptive statistics for participants’ background information.

Mean SD Range Comments and clarifications

Age (years) 36.4 9.25 22-60

Age of acquisition | 25.03  7.59 8-42 One participant acquired Swedish before the

of Swedish age of 12.

Age of acquisition | 7.73 3.43 3-19

of English

Length of residence | 8.55 7.64 1-30 3 participants have lived in Sweden for <2.25

in Sweden (years) years and 1 subject had been living in Spain
for three months prior to the experiment but 7
years in Sweden before that.

Length of exposure | 11.2 9.86 1-48

to Swedish (years)

Length of residence | 0.28 0.85 0-5 18 participants considered Sweden to be an

in an English- English-speaking country, reporting a wide

speaking country daily English use, however, only the residence

(years) in an officially English-speaking country is
considered for the study.

Length of residence | 26.64  8.67 8-50

in a Russian-

speaking country

(years)

Use of Swedish (%) | 31.9 1589 5-68

Use of English (%) | 23.2 1357 0-60 One participant reported not using English
currently.

Use of Russian (%) | 36.38  20.2 0-80 One participant reported not using Russian
currently.

Swedish LexTALE | 76.84 12 55-100

score

English LexTALE | 74.1 13.15 52.5-96.3

score

Picture naming 69.25 17.01 29.9-93.8

accuracy score

Number of 5.05 1.24 3-9

languages

Bilingual status

Other foreign
languages (number
of subjects)

8 participants reported being balanced or sequential bilinguals in Russian and
Belarusian (n=2), Ukrainian (n=5) and Icelandic (n=1).

German (17), French (14), Spanish (10), Ukrainian (5), Italian (4), Polish (4),
Finnish (3), Norwegian (3), Belarusian (2), Esperanto (2), Latvian (2), Arabic
(1), Bulgarian (1), Danish (1), Estonian (1), Hebrew (1), Hungarian (1),
Japanese (1), Karelian (1), Latin (1), Rumanian (1), and Swiss-German (1) in
the order of frequency.
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Appendix C

Word stimuli with their properties.

In the Type column, TN refers to target nouns, COC — cognate overlap competitors, NOC —
noncognate overlap competitors, CNC - cognate non-overlap competitors, and NNC -
noncognate non-overlap competitors. PNC and ONC — phonetic and orthographic neighbour
count, respectively. MS corresponds to the main stress syllable. OS represents the orthographic
similarity count between English and Swedish forms. The properties were obtained from the AFC
list (Witte et al., 2021; Witte & Kobler, 2019) and the NIM database (Guasch et al., 2013). The
Russian phonological forms are provided following the International Phonetic Alphabet (IPA)
transcriptions (/#/ denotes a pharyngealized /I/). For Swedish, “?” and “'” stand for Pitch Accents

2and 1.

Type | Orthographic | IPA (SWE) Orthographic | Orthographic IPA (RUS) Syllable | Phone | Letter | Zipf PNC | ONC | Tone | MS | OS

form (SWE) form (ENG) | form (RUS) count count | count | Value score
TN armbage 2armb,0:g¢ elbow JIOKOTh ‘fokati 3 7 7 3.1359 | 14 21 1 1 0.23
TN barn ‘ba: n, children eTH "dietr 1 3 4 5.7136 | 31 38 1 1 0.09
TN ben ‘be:n leg HoTa ne'ga 1 3 3 49559 | 7 9 2 1 0.16
TN blomma 2blom:a flower LIBETOK tsvir'tok 2 5 6 41375 | 27 20 1 1 0.08
TN bock bok: goat KO3el ke'zet 1 3 4 3.1537 | 21 30 1 1 0.06
TN bord ‘bu:q table CTON stot 1 3 4 4.4875 | 10 10 1 1 0.15
TN brev bre:v letter MHCHEMO piisi'mo 1 4 4 4.4889 | 13 10 2 1 0.08
TN bricka 2hrika tray MOTHOC pe'dnos 2 5 6 3.5752 | 5 7 1 1 0.14
TN golv ‘golv floor ot pot 1 4 4 41761 | 15 33 1 1 0.04
TN gran ‘gra:n fir-tree &nmka ‘jotko 1 4 4 4.0983 | 6 8 2 1 0.22
TN groda 2gru:da frog JSTYIIKa li'gugko 2 5 5 34436 | 1 2 1 2 0.07
TN kalkon kal kun turkey HHJIeHKA mi' diejko 2 6 6 36122 | 1 4 1 2 0.04
TN kavaj ka'vaj: suit MHDKAK pidz, zak 2 5 5 4.2897 | 3 4 1 2 0.03
TN kontakt kon'tak:t plug BHJIKA vitka 2 7 7 4.6828 | 4 4 1 1 0.13
TN koppel ‘kop:el leash MOBOJIOK pave'dak 2 5 6 3.5728 | 15 12 2 1 0.20
TN kratta 2krata rake rpabiu ‘grabh 2 5 6 3.4508 | 10 11 2 1 0.03
TN kruka 2kru ka pot TOPIIOK ger'sok 2 5 5 3.7508 | 21 33 2 1 0.07
TN kula 2ku.la marble [IapuK saritk 2 4 4 3.5794 | 22 21 2 1 0.07
TN lada 2lo:da drawer SITIHK ‘jeeeik 2 4 4 41748 | 21 23 2 1 0.08
TN laga 2]lo:ga flame iams ‘ptamis 2 4 4 42708 | 1 1 2 1 0.05
TN lastbil 2lasitb,il truck IPY30BHK groze'viik 2 7 7 3.6269 | 1 1 2 1 0.03
TN leksak 2lerks,ak toy UrpyIIKa 1'grugko 2 6 6 3.8298 | 24 23 1 1 0.25
TN mal ‘mo:1 goal BOpOTa ve'roto 1 3 3 5.1276 | 19 24 1 1 0.08
TN mask ‘mas: k worm YepBsK terr'viak 1 4 4 3.9057 | 4 11 1 1 0.15
TN moln ‘mo:ln cloud obako ‘obtoka 1 4 4 41958 | 20 17 2 1 0.05
TN nalle 2nale¢ teddy-bear MHILIKa mir' sko 2 4 5 3.7832 | 1 1 1 3 0.08
TN paraply para'ply: umbrella 30HT zont 3 7 7 3.6545 | 20 14 1 1 0.13
TN peng ‘Pen: money JICHbTU ‘dienigt 1 3 4 3.6498 | 4 4 2 1 0.06
TN pensel 2pen:sel brush KHCTh Kiisiti 2 6 6 3.6537 | 13 18 2 1 0.16
TN piska 2pis:ka whip KHYT ‘knot 2 5 5 3.2562 | 2 5 2 1 0.06
TN pojke 2pojke boy MaJlbuHK ‘maliterk 2 5 5 44233 | 1 1 2 1 0.13
TN resvaska 2re:sv ¢ sika suitcase yeMoJaH terme'dan 3 8 8 3.6928 | 27 20 1 1 0.18
TN rock Tok: coat HajabTo peli'to 1 3 4 43549 | 0 0 1 3 0.18
TN servitris Servi tris waitress opummanTka | efitsi antko 3 9 9 3.054 | 4 7 1 1 0.09
TN skrép 'skrep trash Mycop ‘musar 1 5 5 4.0376 | 10 16 1 1 0.08
TN spik spirk nail TBO3/Ib gvositi 1 4 4 3.3568 | 7 16 1 1 0.08
TN stig 'stirg path JIOPOIKKA de'rogko 1 4 4 3.8758 | 7 9 1 1 0.04
TN strut 'strut cone POXKOK ra'Z0k 1 5 5 3.0425 | 4 20 1 1 0.06
TN svans 'sva:ns tail XBOCT Xvost 1 5 5 3.5824 | 5 5 2 1 0.13
TN tandare 2ten:dare lighter 3a)KUTaIKa 737 ' gatka 3 7 7 3.0468 | 7 7 2 1 0.06
TN tavla 2tazvla painting KapTHHA ker'tiina 2 5 5 4.0893 | 9 9 2 1 0.30
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TN trumma 2trem: a drum Gapaban bare ban 2 5 6 2.9765 | 4 4 2 1 0.06
TN uggla 2ogla owl coBa se'va 2 4 5 3.6001 | 12 16 1 1 0.05
TN valp ‘valp puppy HIEHOK ¢:1'nok 1 4 4 3.7725 | 14 13 2 1 0.06
TN vaska 2vegsika bag CyMKa ‘sumka 2 5 5 47823 | 5 14 2 1 0.24
TN vaxt ‘vekist plant pacreHne re'sitienijo 1 5 4 42634 | 0 0 2 1 0.12
TN vaxthus 2y ¢ kisth u:s greenhouse | Temuna tir'pliitso 2 8 7 3.2436 | 1 1 2 1 0.05
TN verktyg 2verkty: g tools MHCTPYMEHTHI | mstro mientr | 2 7 7 41499 | 14 21 1 1 0.23
COC | badkar 2hpadkar bathtub BaHHa 'van:o 2 6 6 3.7693 | 1 8 2 1 0.38
COC | bélt 2helite belt pemMeHb it miend 2 5 5 3.7481 | 9 9 2 1 0.52
COC | bénk ‘ben k bench CKaMmeiKa ske'mierjko 1 4 4 3.9686 | 12 10 1 1 0.35
COC | bat ‘bo:t boat JT01Ka ‘fotko 1 3 3 4.2542 | 24 24 1 1 0.56
COC | bro brou bridge MOCT most 1 3 3 3.6743 | 16 27 1 1 0.44
COC | brost bregs:t breast rpyab gruti 1 5 5 4.5001 | 8 11 1 1 0.73
COC | cirkel 2sirkel circle KpyT kruk 2 6 6 3.6365 | 3 2 2 1 0.61
COC | cykel sy kel bicycle BEJIOCHIICT vitosit'piet 2 5 5 4.3963 | 2 2 1 1 0.39
COC | dansare 2dan:sare | dancer TaHIOP ‘tan 'tsor 3 7 7 3.3985 | 3 4 2 1 0.58
COC | droppe 2drop:e drop Karis 'kaplia 2 5 6 3.5215 | 3 7 2 1 0.70
COC | finger figier finger naser "paliits 2 5 6 3.9909 | 12 13 1 1 1.00
COC | fjader ‘fjeder feather nepo pir'ro 2 6 6 33141 | 4 5 1 1 0.60
COC | fot furt foot CTYIHS stu ‘pnia 1 3 3 4.2851 | 16 28 1 1 0.82
COC | glas ‘gla:s glass CTakaH ste'kan 1 4 4 4.8352 | 12 26 1 1 0.86
COC | hammare "ham:are hammer MOJIOTOK mote tok 3 6 7 3.2127 | 5 5 2 1 0.73
COC | hést ‘hes:t horse JoIIab ‘togati 1 4 4 4.8928 | 20 17 1 1 0.35
COC | helikopter helr * kop:ter helicopter BEPTOJICT virrte'liet 4 10 10 33578 | 1 1 1 3 0.90
COC | hjarta Jeta heart cepaue ‘slertso 2 4 6 4.8484 | 16 6 2 1 0.48
COC | horn ‘hurn horn por rok 1 3 4 3.5811 | 17 13 1 1 1.00
COC | huvud 2hawved head roJoBa gote'va 2 5 5 47227 | 2 4 2 1 0.55
COC | jacka 2jakia jacket KypTKa 'kurtka 2 4 5 4.6564 | 22 18 2 1 0.65
COC | kamel ka me:l camel BepOIIIOx virr'bliut 2 5 5 3.0686 | 6 10 1 2 0.61
COC | kol 'ko:l coal yTolib ‘ugali 1 3 3 3.644 | 24 39 1 1 0.28
COC | lappstift 2]lgpstifit lipstick nomaja ps'mads 2 8 9 41423 | 1 1 2 1 0.53
COC | lista 2l1s:ta list CIIHICOK sp'1sak 2 5 5 4.7056 | 18 23 2 1 0.75
COC | mugg ‘meg: mug KpyXKa ‘krugks 1 3 4 3.7531 | 20 10 1 1 0.92
COC | nyckelring 2nvykielrm: | keyring Opernok brr'tok 3 8 10 3.017 |1 1 2 1 0.52
COC | olja 2s5lja oil Macio 'masto 2 4 4 4.4833 | 8 10 2 1 0.39
COC | pannkaka 2pan.k,a.ka | pancake OJIMHBL bli'ni 3 7 8 3.7326 | 2 2 2 1 0.60
COC | papper 2pap:er paper Oymara bu'mago 2 5 6 46322 | 3 7 2 1 0.94
COC | péron 2p&.ron pear rpyma ‘gruso 2 5 5 3.95 1 3 2 1 0.36
COC | pipa 2pirpa pipe TpyOKa ‘trupka 2 4 4 3.3234 | 14 19 2 1 0.71
COC | prast ‘pPres:t priest CBSILIEHHUK svir'e:eniik 1 5 5 3.5478 | 7 4 1 1 0.73
COC | pump ‘pem:p pump Hacoc ne'sos 1 4 4 3.6981 | 7 9 1 1 1.00
COC | rakhyvel 21 akh,y:vel razor OpurBa ‘britvo 3 8 8 3.0201 | 1 1 2 1 0.41
COC | rep re:p rope BepEBKa vit'tlefka 1 3 3 3.7981 | 11 19 1 1 0.49
COC | ring Ty ring KOJIbLA "kolitsa 1 3 4 4.5016 | 27 28 1 1 1.00
COC | rot Tut root KOpPEHb ‘korimi 1 3 3 3.1941 | 23 35 1 1 0.92
COC | sig 'so:g saw nuia pir'ta 1 3 3 5.6101 | 22 23 1 1 0.38
COC | sandlada 2san:dlo:da | sandbox TIeCOYHMIA pir'sotenitso | 3 8 8 31323 | 2 2 2 1 0.55
COC | sten 'ste:n stone KaMeHb 'kamimi 1 4 4 43615 | 9 32 1 1 0.58
COC | svala 2svala swallow JIaCTOYKa "fastoteko 2 5 5 3.4161 | 14 23 2 1 0.46
COC | svan 'svan swan 1ebens "lebiti 1 4 4 3.0972 | 9 23 1 1 0.72
COC | torn ‘turn tower Gamms "bagnio 1 3 4 3.404 | 13 30 1 1 0.49
COC | underklader | 2en:derkl e:der | underwear Oenbe biet'jo 4 11 11 41879 | 1 1 2 1 0.73
COC | vagn 'vapgin wagon TeJIeKKA tir' liezko 1 4 4 43293 | 5 10 1 1 0.40
COC | vattenmelon | 2vat:egnmel uin | watermelon | apGys er'bus 4 10 11 3.5909 | 1 1 2 1 0.56
COC | vinglas 2viyg:las wineglass Gokan ba'kal 2 6 7 3.35 11 8 2 1 0.51
NOC | berg ‘berj mountain ropa ‘gori 1 4 4 4.2517 | 7 15 1 1 0.02
NOC | blixt blrkist lightning MOJIHUS ‘mohnitjo 1 6 5 3.9051 | 1 3 1 1 0.13
NOC | brunn ‘bren: well KOJIOzier] ke 'todits 1 4 5 3.094 |8 16 1 1 0.04
NOC | ekorre 2ekiore squirrel Genka "bletka 3 5 6 3.1763 | 2 2 2 1 025
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NOC | element ele men:t radiator GaTapest bate 'riejo 3 7 7 37175 | 1 2 1 3 0.06
NOC | eluttag 2e:lu.t, a g | socket poseTka re'zietko 3 6 7 29915 | 0 0 2 1 0.00
NOC | félla 2fela trap KarkaH kep'kan 2 4 5 3.9244 | 21 18 2 1 0.06
NOC | farg ferj paint Kpacka 'krasko 1 4 4 51186 | 7 8 1 1 0.04
NOC | ficka 2frk a pocket KapMaH ker'man 2 4 5 3.4938 | 17 15 2 1 0.17
NOC | fiol fr'ul violin CKpHIIKa ‘skriipko 2 4 4 3.1687 | 1 3 1 2 0.29
NOC | frisor fri'serr hairdresser napuKMaxep pariik 'maxir | 2 6 6 41907 | 2 4 1 2 0.23
NOC | gren ‘gre:n branch BETKa "vietko 1 4 4 3.6225 | 11 30 1 1 0.07
NOC | halsband 2hal:sban:d | necklace Oychl b'usi 2 8 8 45581 | 2 2 2 1 0.11
NOC | handflata 2han:dfl,a:ta | palm JIaI0Hb te'doni 3 9 9 2.6456 | 2 2 2 1 0.10
NOC | handske 2han:d.ske | glove nepyaTka pir ' teatkr 2 7 7 2.8389 | 1 1 2 1 0.23
NOC | héxa 2hekisa witch BeIbMa "viedimo 2 5 4 3.2263 | 11 6 2 1 0.06
NOC | hink ‘hig: k bucket BEIpO vir'dro 1 4 4 3551 |11 20 1 1 0.05
NOC | hjérna 2jena brain MO3T mosk 2 4 6 4.3085 | 16 7 2 1 0.10
NOC | hjul Jurl wheel KOJIECO kalit'so 1 3 4 3.9148 | 20 4 1 1 0.25
NOC | horlur 2he: .| wr earphone HayIHUK ne'ugnitkit 2 5 6 2.0454 | 1 1 2 1 0.06
NOC | hémn ‘ho:n corner yron ‘ugot 1 3 4 4.1698 | 14 14 1 1 0.17
NOC | hylla 2hyla shelf HOJIKa ‘potko 2 4 5 4.1208 | 15 14 2 1 0.09
NOC | jordnot 2jurd.n, @t | peanut apaxuc er'axiis 2 6 7 21537 | 0 0 2 1 0.25
NOC | kapp ‘ceep: cane TPOCTH trosti 1 3 4 2.9618 | 15 8 1 1 0.05
NOC | kista ‘ciista coffin rpo6 grop 2 5 5 3.6305 | 1 15 1 1 0.06
NOC | ljus jus candle cBeua svir'tea 1 3 4 4.9568 | 33 15 1 1 0.05
NOC | midja 2mid.ja waist Tanus ‘talifjo 2 5 5 3.7484 | 3 6 2 1 0.09
NOC | mur ‘mu:r wall CTeHa siti'na 1 3 3 3.3891 | 24 33 1 1 0.04
NOC | néve 2nerve fist KyJIaK ko 'tak 2 4 4 3.6394 | 8 7 2 1 0.05
NOC | égonbryn 2g: gombr,y:n | eyebrow 6poBb brofl 3 8 8 40013 | 1 1 2 1 0.15
NOC | 6gonfrans 2g:.gom.fr an:s | eyelash pecHuIa it snitsi 3 9 9 2.4604 | O 0 2 1 0.06
NOC | ol ‘o:1 beer IHBO ‘piive 1 2 2 47092 | 21 29 1 1 0.02
NOC | érhénge 2g:r.h gn:.¢ | earring cepbru ‘sleri’ gt 3 6 7 3.2758 | 4 4 2 1 0.17
NOC | panna 2pan:a forehead 7100 top 2 4 5 3.8117 | 24 20 2 1 0.04
NOC | pil pirl arrow cTpena striT'fa 1 3 3 3.2007 | 24 30 1 1 0.03
NOC | rygg TYg: back CIIUHA SpI'na 1 3 4 45987 | 13 9 1 1 0.05
NOC | sjukhus 2fjmwkh ws | hospital OosbHULIA beli'niitso 2 6 7 42493 | 0 0 2 1 0.07
NOC | sked ‘fe:rd spoon JIOKKA 'fogko 1 3 4 3.7471 | 18 15 1 1 0.31
NOC | skinka 2fiing:ka ham BETYHHA vilte:1'na 2 5 6 41272 | 13 10 2 1 0.05
NOC | skog skug forest nec les 1 4 4 4014 | 11 16 1 1 0.07
NOC | skugga 2skeg:a shadow TeHb tieni 2 5 6 4.0533 | 14 10 2 1 0.35
NOC | smér 'smeir butter Macio ‘masto 1 4 4 47667 | 7 9 1 1 0.23
NOC | stock 'stok: log OpeBHO britv'no 1 4 5 4.0009 | 17 13 1 1 0.06
NOC | svamp 'svam: p mushroom rpu6 griip 1 5 5 4.0763 | 2 3 1 1 0.06
NOC | sylt syl t jam BapeHbe ve 'renijo 1 4 4 3.7963 | 11 11 1 1 0.04
NOC | tak tark roof KpBbIIIa 'krigo 1 3 3 4.2073 | 16 26 1 1 0.04
NOC | tefat 2te:. f, at saucer Grotiie ‘bliuts:o 2 5 5 28235 | 1 2 2 1 0.08
NOC | tupp 'tep: cock neTyx pir'tux 1 3 4 3.262 | 19 11 1 1 0.04
CNC | &gg ‘e g egg A0 jij 'tso 1 2 3 48542 | 21 15 1 1 0.55
CNC | arm ‘arm arm pyka ru'ka 1 3 3 41798 | 18 34 1 1 1.00
CNC | ballong ba'lon: balloon HIApHK "saritk 2 5 7 3.4357 | 4 1 1 2 0.72
CNC | bi 'bi bee myesna pter'ta 1 2 2 3.502 | 27 41 1 1 0.33
CNC | bok ‘buk book KHHTa 'kniigo 1 3 3 5204 | 27 41 1 1 0.82
CNC | boll bol: ball MY mizte 1 3 4 4.1674 | 28 18 1 1 0.74
CNC | brod ‘bre:d bread x71e6 xliep 1 4 4 4.6507 | 9 13 1 1 0.67
CNC | buske 2bes: ke bush KyCT kust 2 5 5 3.3027 | 5 7 2 1 0.61
CNC | elefant ele fan:t elephant CIIOH ston 3 7 7 3.5215 | 2 2 1 3 0.83
CNC | fisk frs k fish psIOa ‘ribo 1 4 4 4.4981 | 8 15 1 1 0.66
CNC | fluga 2flw.ga fly Myxa 'muxo 2 5 5 35215 | 8 8 2 1 0.51
CNC | grés ‘gre:s grass TpaBa tre'va 1 4 4 4.0328 | 15 21 1 1 0.63
CNC | hal ‘ho:l hole Ziplpa di'ra 1 3 3 45389 | 24 22 1 1 0.37
CNC | har ‘ho:r hair BOJIOCHI ‘volosi 1 3 3 5238 | 28 30 1 1 0.56
CNC | harborste 2ho:rbos.te | hairbrush pacuecka rec teosko 3 8 9 3.0231 | 1 1 1 2 0.42
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CNC | honung 2ho:nepy honey MER miet 2 5 6 4.2177 | 2 3 2 1 0.55
CNC | hov ‘ho:rv hoof KOIIBITO ke'pito 1 3 3 29774 | 19 25 1 1 0.48
CNC | hus ‘hu:s house J0M dom 1 3 3 5.0165 | 26 32 1 1 0.50
CNC | kanon kanun canon MyIIKa ‘pugko 2 5 5 4288 |5 10 1 2 0.65
CNC | klocka 2klokia clock 4achl ter'si 2 5 6 4.3642 | 17 16 2 1 0.39
CNC | kork 'kor k cork npoOka ‘propka 1 4 4 2.9007 | 10 21 1 1 0.57
CNC | lapp Tep: lips ry0sr 'gubi 1 3 4 3309 | 24 9 1 1 0.58
CNC | Ias To:s lock 3aMOK ze'mok 1 3 3 3.6511 | 35 31 1 1 0.35
CNC | mane 2mo:ng moon TyHa to'na 2 4 4 3.1837 | 4 9 2 1 0.35
CNC | mustasch mes'ta:s moustache YCBI o'st 2 6 8 3.3908 | 1 1 1 2 0.61
CNC | nat ne:t net ceTka ‘sletko 1 3 3 3.7465 | 19 22 1 1 0.61
CNC | nudel nu:.del noodle Jarnmia tep'sa 2 5 5 2.0596 | 3 3 1 1 0.60
CNC | penna 2penia pen pyuka 'ruteko 2 4 5 3.8646 | 14 11 2 1 0.67
CNC | potatis pu'taitrs potato KapToIKa ker'togko 3 7 7 45813 | 1 0 1 2 0.69
CNC | pumpa 2pem:pa pumpkin THIKBA ‘tikvo 2 5 5 3.8054 | 14 18 2 1 0.61
CNC | regn Ten n rain JIOK b dog:ti 1 4 4 4.6244 | 5 9 1 1 0.56
CNC | sack 'sgk: sack MEILOK mir' sok 1 3 4 3.4471 | 34 22 1 1 0.72
CNC | sal 'serl seal TIOJICHD tig' leni 1 3 3 3.3306 | 21 25 1 1 0.56
CNC | sangerska 2somn:.e¢.ska | singer neBuLa pir'viitso 3 7 9 3.3287 | 2 2 2 1 0.56
CNC | skalle 2skale skull qeper ‘teeriip 2 5 6 3.579 | 5 9 2 1 0.59
CNC | skepp fep: ship KopaGib ke rabli 1 3 5 34514 | 17 | 4 1 1 |055
CNC | skida 2fir.da ski JIBIKBI ‘hizi 2 4 5 24821 | 17 20 2 1 0.67
CNC | skjorta 2fivta shirt py6arka v 'bagka 2 4 7 4.3695 | 6 2 2 1 0.44
CNC | snigel 2snirgel snail yJIUTKa o 'litko 2 6 6 3.2234 | 2 3 2 1 0.66
CNC | spindel 2spin:del spider Hayk pe'uk 2 7 7 3.5035 | 2 2 2 1 0.61
CNC | stjarna 2fierna star 3Be3za zvir'zda 2 4 7 4.1491 | 13 7 2 1 0.47
CNC | svard sved sword Med micte 1 4 5 3.3845 | 4 8 1 1 0.66
CNC | talt telit tent najnatka pe fatks 1 4 4 3.8218 | 18 14 1 1 0.56
CNC | tar ‘torr tear ciesa slir'za 1 3 3 4.0496 | 33 33 1 1 0.56
CNC | trad ‘tre:d tree JIepeBO ‘diervo 1 4 4 4.3251 | 10 13 1 1 0.47
CNC | tunga 2ten:a tongue SI3BIK jr'zik 2 4 5 4414 | 24 16 2 1 0.47
CNC | vast 'vest vest HKHJICT zi'liet 1 4 4 4.1633 | 11 27 1 1 0.72
CNC | vinge 2ving:. ¢ wing KPBLIO kri'to 2 4 5 3.2381 | 17 17 2 1 0.33
NNC | and ‘an:d duck yTKa ‘utko 1 3 3 5.7974 | 13 29 1 1 0.07
NNC | érta 2gt.a pea TOpox ge'rox 2 3 4 2.7683 | 16 17 2 1 0.04
NNC | axel ‘akisel shoulder Ie40 pli'tee 2 5 4 43075 | 7 10 1 1 0.06
NNC | bil bil car MallfHa me'§ino 1 3 3 5.0117 | 22 33 1 1 0.05
NNC | borg ‘borj castle 3aMOK ‘zamak 1 4 4 41817 | 8 20 1 1 0.03
NNC | dack ‘dek tyre IIMHA "sind 1 3 4 3.8744 | 25 14 1 1 0.05
NNC | domare 2dom:are judge Cybs su'dija 3 6 6 39124 | 6 6 2 1 0.26
NNC | fagel ‘forgel bird HTHIA 'ptiitsa 2 5 5 3.9203 | 2 4 1 1 0.04
NNC | fangelse 2fenelse prison TIOpbMa tiuri ' ma 3 7 8 4234 | 3 3 2 1 0.07
NNC | far forr sheep oBIa ef tsa 1 3 3 6.346 | 25 28 1 1 0.03
NNC | fatolj fo'tel] armchair Kpeciio 'kriesto 2 6 6 3.5505 | 1 1 1 2 0.04
NNC | flygplan 2fly:gplan | airplane camouner semo ' liet 2 8 8 3.9388 | 1 1 2 1 0.28
NNC | fonster fogn:ster window OKHO e'kno 2 7 7 4.4837 | 2 3 1 1 0.06
NNC | fyr fyr lighthouse Masik me jak 1 3 3 3.0231 | 18 22 1 1 0.01
NNC | glass ‘glas: icecream MOPOXHOE me'rozinoo | 1 4 5 48318 | 7 12 1 1 0.04
NNC | gunga 2gen:a swing Kayesu ke 'teel 2 4 5 3.7477 | 20 16 2 1 0.19
NNC | haj ‘haj: shark aKyJa e'kute 1 3 3 3.3855 | 29 31 1 1 0.21
NNC | handduk 2han:d, uk | towel MOJIOTEHIIE pote'tientso 2 6 7 38072 | 1 1 2 1 0.07
NNC | hund ‘hen:d dog cobaka se'bako 1 4 4 4.8428 | 13 13 1 1 0.07
NNC | igelkott 2i:gelk ot | hedgehog exK ‘jos 3 7 8 29948 | 1 1 2 1 0.16
NNC | jordgubbe | 2ju:dgeb:e | strawberry | wiy6Huka ktob niiko 3 7 9 3.0874 | 2 3 2 1 |o012
NNC | kedja 2¢edja chain enb tsepl 2 5 5 3.6674 | 4 5 2 1 0.07
NNC | klanning 2kleni1y dress IaThe ‘platijo 2 6 8 49585 | 4 6 2 1 0.03
NNC | knapp 'knap: button MyroBULIA 'pugovirtso 1 4 5 3.9779 | 11 13 1 1 0.06
NNC | kvinna 2kvina woman HKEHIIMHA 'Zgnie: o 2 5 6 4.8833 | 7 8 2 1 0.13
NNC | kylskap 2¢y:1sk,op | fridge xonogwibHuK | xote'dilinik | 2 7 7 38317 | 1 1 2 1 0.04
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NNC | kyrka 2¢vyr:ka church LEPKOBb ‘tserkofl 2 5 5 40745 | 5 7 2 1 0.06
NNC | mossa mgs:a hat HIanka "sapka 2 4 5 4.3608 | 10 8 2 1 0.06
NNC | napp ‘nap: percifier cocka 'sosko 1 3 4 3.9272 | 19 14 1 1 0.03
NNC | orm ‘v m snake 3Mest zmit'ja 1 3 3 3.4673 | 3 22 1 1 0.03
NNC | ost ‘st cheese CBIp sir 1 3 3 45584 | 5 18 1 1 0.04
NNC | planbok 2plombu:k | wallet KOILIENEeK kosi'lok 2 7 7 4.0488 | 1 1 2 1 0.06
NNC | rav rev fox amca lir'sa 1 3 3 3.4201 | 15 19 1 1 0.05
NNC | rok Tork smoke JBIM dim 1 3 3 3.8686 | 28 28 1 1 0.06
NNC | séng 'sen: bed KpOBaTh kre'vat 1 3 4 49951 | 28 18 1 1 0.04
NNC | skal 'sko:l bowl Jamka teagko 1 4 4 4.3958 | 10 12 1 1 0.26
NNC | skép 'sko:p cupboard mKag “skaf 1 4 4 4.002 | 6 6 1 1 0.04
NNC | skoldpadda | 2fgl:dp.ad:a | turtle yepernaxa terrir' paxo 3 8 10 2.9653 | 2 4 2 1 0.04
NNC | slips 'slitps tie TaJCTyK ‘gatstuk 1 5 5 34331 | 4 10 1 1 0.06
NNC | spegel 2spe:gel mirror 3epKajo ‘zierkoto 2 6 6 4.0063 | 4 5 2 1 0.04
NNC | spoke 2sporke ghost NpUBH/ICHUE prirvir' dienitjo | 2 5 5 34201 | 5 5 2 1 0.07
NNC | strykjarn 2stry:kjen | iron yTIOT u'tiuk 2 8 9 2953 |1 1 2 1 0.24
NNC | tass ‘tas: paw narna ‘fapo 1 3 4 3.1234 | 27 27 1 1 0.07
NNC | tegel ‘tergel brick KUpIUY kirr' pii 'te 2 5 5 2.93 6 11 1 1 0.05
NNC | tidning 2titdniy newspaper rasera ge'zieto 2 6 7 4.5669 | 5 5 2 1 0.05
NNC | tval ‘tvo:l soap MBLIO ‘mito 1 4 4 3.7527 | 8 10 1 1 0.05
NNC | vitlok 2virtl ok garlic YECHOK ter'snok 2 6 6 42772 | 1 1 2 1 0.08
NNC | vykort 2vy:k, ot postcard OTKpBITKA et'kritko 2 5 6 3.6678 | 1 1 2 1 0.08
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Appendix D

An example of the picture stimuli used.

RS
|";\ : bote!

ONROEARY
DiSd
‘:,,'_o.."-“-- ‘!
02

RS
PRABNANIT
S

3. Noncognate competitor, Overlap. 4. Noncognate competitor, Overlap.

Figure D 1. An example of the visual scene for four experimental conditions for the sentence “Han
har statt i malet” (He has stood in the goal).

The object on the left is the target noun “mal” (goal) and the objects on the right are
competitors pronounced in Russian as follows: 1) ['utka]; 2) [ 'kniiga]; 3) [ moinijs], and
4) [moate'tok]. The positions of targets and competitors were counterbalanced across the
experimental lists and the two blocks.
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Appendix E

Table E1. Sentence stimuli: low-constraint sentences

All nouns are provided in Swedish, English and Russian. The Swedish orthographic and phonetic
forms of the target nouns are provided uninflected (as they were heard in the input). The Russian
translations are provided in the Cyrillic script with their IPA transcriptions.

Preamble in Swedish with Target noun Non-overlapping Non-overlapping Overlapping Overlapping cognate
English translations in noncognate cognate competitor noncognate competitor
parenthesis competitor competitor
Hon har beskrivit armbagen [2ar:mb o:gen] rok stjarna jordnétter vattenmelon
(She has described) n0K0TH [ 'tokati] npiM [dim] 3Be3na [zvi'zda] apaxwuc [er'axis] apOys3 [er'bus]
elbow smoke star peanuts watermelon
Hon har hittat barnen ['ba:.n en] spegel sack element torn
(She has found) neru [ dieti] 3epkaio ['zierkoto] Memok [mir sok] Garapes [bote'riejs] Gans ['bagnio]
children mirror sack radiator tower
Han har tecknat benet ['be:.net] &rtor fisk ekorre underklader
(He has drawn) Hora [ne'ga] ropox [ge'rox] poiba ['ribo] Genka [ 'bietko] Genbe [biet'jo]
leg peas fish squirrel underwear
Han har visat blomman [2blom:.an] skap kanon tefat pannkakor
(He has shown) 1BeTOK [tsvir' tok] mkad ['skaf] mymka [ pugko] Guoaue [ 'bliuts:a] Omunbl [bli'ni]
flower cupboard canon saucer pancakes
Hon har hittat bocken ['bok: en] flygplan nat sjukhus vinglas
(She has found) ko3ein [ke'zet] camosteT [semo 'liet] cerka ['sietko] Gonpruua [beli niitss] 6okai [ba'kal]
goat airplane net hospital wineglass
Han har fotograferat bordet ['bu:.det] klanning vinge halsband papper
(He has photographed) crou [stot] wiatee [ platijo] kpbuto [kri'to] Oycer [b'usi] Oymara [bu 'mago]
table dress wing necklace paper
Hon har visat brevet ['bre:.vet] ost skjorta 6gonbryn nyckelring
(She has shown) mceMo [piisi'mo] chIp [sir] py6arika [ru'bagko] 6poss [brof] opernok [bri'tok]
letter cheese shirt eyebrow keyring
Han har letat efter brickan [?brik:.an] fyr snigel stock rakhyvel
(He has looked for) noxHoC [pe’dnos] Masik [me jak] ymutka [o'litka] 6pesHo [britv'no] Gputsa ['britvs]
tray lighthouse snail log razor
Han har ritat golvet ['gol:.vet] hund talt berg huvud
(He has drawn) nos [pot] cobaxa [se'baka] nmanarka [pe'tatko] ropsl ['gori] rosioa [gote'va]
floor dog tent mountains head
Hon har fragat om granen ['gra:.nen] borg boll kista brost
(She has asked about) &nxa [ 'jetka] 3aMoK ['zamok] msd [mizete] rpo6 [grop] rpyas [grut]
fir-tree castle ball coffin breast
Han har sett grodan [?gru:.dan] tval skepp svamp péron
(He has seen) msarymka [lir' gugks] MbUTO ['mits] kopabus [ke'rabl] rpu6 [griip] rpyma ['grugs]
frog soap ship mushroom pear
Hon har tecknat kalkonen [kal ku:.nen] napp penna ficka droppe
(She has drawn) uHpeiika [mi'diejko] cocka ['soska] pyuka [ 'ruteko] kapmaH [ker 'man] kamwts ['kaplio]
turkey dummy pen pocket drop
Han har hittat kavajen [ka'vaj..en] fonster agg falla sten
(He has found) mumkak [pidz zak] okHo [e'kno] stidno [jij 't50] kankaH [kep 'kan] kamenb [ kamimi]
suit window egg trap stone
Hon har sett kontakten [kon. 'tak:t.en] rav grés hjul ringar
(She has seen) Buika ['vitka] naca [lir'sa] Tpasa [tre'va] KoJseco [koli'so] ko1 [ 'kolitso]
plug fox grass wheel rings
Han har visat kopplet ['kop:.let] domare brod brunn rot
(He has shown) moBOJIOK [pove'dok] cymbs [su'dija] x11e6 [xliep] xonozer [ke ‘todirts] KopeHs [ 'korimi]
leash judge bread well roots
Hon har beskrivit krattan [%r at:.an] axel sl farg mugg
(She has described) rpabnu ['grabh] J1e490 [ple'E;se] TIONIEHD [tia'lien]] kpacka [ 'krasks] kpyxka [ 'krugko]
rake shoulder seal paint mug
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Hon har ritat krukan [%kra:.kan] orm svard tak cirkel
(She has drawn) ropmiok [ger sok] 3Mmest [zmit'ja] Med [miete] kpoima ['krigs] kpyr [kruk]
pot snake sword roof circle
I-é(;]n T]ar ttz;nkt F:i bout kulorna [%ku:.1u.na] spok: . spindel néave jacka
(She has thought about) mrapuki [ sariki] HPHFI‘M_ e nayk [pe'uk] kynak [ko 'tak] kyptka [ 'kurtka]
[prirvir’ dienitjo] . . .
marbles spider fist jacket
ghost
Han har tittat p& ladan [2lo:d.an] séng sdngare panna bét
(He has looked at) sk ['jee:k] kpoBath [kre'vat]] neuma [pit 'viitso] 100 [top] nozka [ 'totka]
drawer bed singer forehead boat
Hon har ritat l&gan [?lo:g.an] bil skalle sked hast
(She has drawn) wiamst ['ptamis] MarmHa [me' gina] ueper [ teerip] noxka [ 'togko] nomrans [ 'togoati]
flame car skull spoon horse
Han har fotograferat lastbilen [2las:tb i:l.en] vykort honung handflata svala
(He has photographed) rpy30BHK [groze vik] oTkpbITKa [et'kritks] mex [miet] namoHs [fe'doni] nacrouka [ tastoteko]
truck postcard honey palm swallow
Han har tankt pa leksakerna ) .
- ) kvinna vast skog svan
(He has thought about) [Ale:k.s ake.na] - - - R
, JKEHIIHHA [ 'Zgnie:ma] xuier [zi'liet] nec [lies] nebenp ['liebirt]]
urpymka [1'grugka]
toy woman vest forest swan
Han har fragat om malet ['mo:.let] and bok blixt hammare
(He has asked about) BOpoTa [ve 'rota] yrka ['utka] kHura ['kniigo] MounHus [ motnitjs] Mostotok [moate’tok]
goal duck book lightning hammer
H(:]n :ar fo;ografera}: q masken ['ma s:ken] kr:)app . lapp smor olja
(She has photographed) uepsk [terr' viak] [Inyr QBI;ItESQ] ry6sI ['gubi] Macio ['masto] Mmaciio [ 'masto]
worm pugavi lips butter oil
button
Han har fragat om molnet ['mo:.let] tidning tunga hjarna bro
(He has asked about) o6uako [ obtoko] rasera [ge'zieta] s3bIK [j1'Zik] Mo3r [mosk] mocT [most]
cloud newspaper tongue brain bridge
Hon har hittat nallen [2nal:.en] strykjarn kork horlurar pump
(She has found) mutka [mir' gko] yrior [u'tiuk] npobka [ propks] HaymHUKY [ne usnitkir] Hacoc [ne'sos]
teddy-bear iron cork earphones pump
Hon har kollat pa paraplyet [parapl'y:.et] kyrka buske frisor finger
(She has looked at) = HmapuKMaxep D~
30HT [zONt] 1epkoBb [ 'tserkofl] kycr [Kust] o ) maner ['palits]
[parik 'maxir] .
umbrella church bush . finger
hairdresser
8 jordgubb .
Han har kollat pa pengarna ['pen:.a. na) Jordgubbe har tupp fjader
(He has looked at) o KiTyOHHKa , . Iy L
neusru [ dienigr] o BOJIOCH! ['votosi] netyx [pir'tux] nepo [pir'ro]
[ktub 'niiko] -
money hair cock feather
strawberry
Hon har sett penseln [?pgn:.seln] haj nudlar handske sandlada
(She has seen) kucts [Kiisit] axyna [e'kuts] narma [tep'sa) nepuarku [pir teatki] necounnua [pir'sotenitsa]
brush shark noodles gloves sandbox
Han har beskrivit piskan [?p1s:.kan] skoldpadda mustasch ol sag
(He has described) kHyT ['knot] ueperaxa [terrt’ paxo] yesi [U'si] muBo [ piivo] maa [pit'ta]
whip turtle moustache beer saw
Hon har beskrivit pojken [?poj:.ken] dack skidor hylla lappstift
(She has described) MaJIbYHK ['maliaslk] s ['sina] neoKH [ Hzi] nosika ['potka] momaza [pa'mado]
boy tyres skis shelf lipstick
Han har visat resvaskan [Zre:s.v gs:.kan] fagel trad ogonfransar bélte
(He has shown) gemozaH [terme'dan] nruna [ ptitso] nepeso [ dieritvo] pecHuE! [1'1' snitsi] pemens [rir miend]
suitcase bird tree eyelashes belt
|
Hon har letat efter rocken ['rok:.en] glass hus eluttag horn
(She has looked for) . MOPOKEHOE 7
nansTo [peli'to] . nom [dom] po3setka [re'zietks] por [rok]
[me ' rozinors]
coat . house socket horn
ice-cream
Han har ritat servitrisen [ser.vi. 'tri:.sen] tegel klocka orhange hjarta
(He has drawn) otummantka [efitsi antko] xuprra [kir' pii ‘tg] aacs [ter'si] cepbri [ 'sieri'gi] cepae ['siertso]
waitress brick clock earrings heart
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Hon har tittat pa skrépet ['skre:.pet] planbok bi fiol bank
(She has looked at) Mmycop [ 'musor] korrenek [kogi liok] muena [pter ‘ta] ckpurka ['skripks] ckameiika [ske ' mierjka]
trash wallet bee violin bench
Han har tittat pa spiken ['spi:.ken] tass pumpa rygg lista
(He has looked at) rBo3/b [gvositi] narna ['tapa] ThIKBa [ 'tikvo] cruHa [spi1'na) crucok [sp'1sak]
nail paw pumpkin back list
I—éc;]n :ar tllttali p(;a " stigen ['sti:.gen] kedja arm mur CTaKa}?E ste' Kan]
(She has looked at) nopoxka [de rogko] uens [tsepi] pyka [ro'ka] crena [sit'na) lass
path chain arm wall g
handduk .
Hon har tecknat struten ['stra:.ten] andau ballong pil fot
(She has drawn) . TIOJIOTEHIE o iy L
poskoK [ra'zok] I mrapuk ['sarik] crpena [strir'ta] crymnHs [stu 'pnia]
[pote’tientss]
cone balloon arrow foot
towel
Hon har tecknat svansen ['svan:.sen] vitlok mane ljus prést
(She has drawn) XBOCT [XVOSst] uecHOK [ter'snok] nyHa [to'na] cBeua [sviI'tea] CBSILIEHHUK [sViI' ¢ eni:1k]
tail garlic moon candle priest
Han har letat efter tandaren [2ten:.da.ren] fatolj hérborste skugga vagn
(He has looked for) sakuraika [zozi' gatko] kpecio [ 'kriesto] pacuecka [ree teosko] TeHb [tieni] Tenexka [t liezka]
lighter armchair hairbrush shadow wagon
Hon har kollat p& tavlan [2ta:v.lan] far fluga midja dansare
(She has looked at) kapruHa [ker'ting] osra [ef tsa] Myxa ['muxs] tamus [ 'talija] Tanrop [ 'tan'tsor]
painting sheep fly waist dancer
Han har kollat pa trumman [%rem:.an] igelkott hov kapp pipa
(He has looked at) Gapaban [bare'ban] éx ['jes] KombITO [ke pita] TpocTh [trost] TpyOKa [ 'trupko]
drum hedgehog hoof cane pipe
Hon har sett ugglan [eg:.lan] kylskap las hom kol
(She has seen) . XOJIOUIIBHUK , , .
coBa [se'va] N 3aMOK [ze'mok] yroa [‘ugot] yrous ['ugoli]
[xote'diilinitk]
owl . lock corner coal
fridge
Han har tankt pa valpen ['val:.pen] gunga regn sylt badkar
(He has thought about) meHoK [e:1'nok] kauenn [ke'teel] noxap [doe:t] BapeHbe [ve'renija] BaHHa [ 'van:o]
puppy swings rain jam bathtube
Hon har fotograferat vaskan [2vgs:.kan] fangelse hal gren kamel
(She has photographed) cymka ['sumka] TrIopbMa [thari'ma] neipa [di'ra] BeTka [ 'vietks] BepOuron [virr 'bliut]
bag prinson hole branch camel
Hon har letat efter vaxthuset [2vek:st.h u:.set] skal elefant héxa rep
(She has looked for) TeIUIHIA [til'plji?ss] Yarka ['Ea@ks] cioH [ston] BeabMa ['viedimoa) BepeBka [vir tiefka]
greenhouse bowl elephant witch rope
Han har fragat om véxten ['vek:.sten] slips tar skinka cykel
(He has asked about) pactenue [re'sitienijo] rajicryk [ gatstok] ciesa [slir'za] BeTunHa [virte:1'na] Benocuren [viosit piet]
plant tie tear ham bicycle
Han har tankt pa verktygen [2verk.t y:.gen] méssa potatis hik helikopter
(He has thought about) EE::}; yrj:;?; warka [ sapko] kaprouka [ker'togka] Bezpo [vir'dro] Beprouner [virte'liot]
hat potato bucket helicopter

tools
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Table E2. Sentence stimuli: high-constraint sentences

All nouns are provided in Swedish, English and Russian. The Swedish orthographic and phonetic
forms of the target nouns are provided uninflected (as they were heard in the input). The Russian
translations are provided in the Cyrillic script with their IPA transcriptions.

Preamble in Swedish with Target noun Non-overlapping Non-overlapping Overlapping Overlapping cognate
English translations in noncognate cognate competitor noncognate competitor
parenthesis competitor competitor
Hon har opererat armbagen [2ar:mb o:gen] rok stjarna jordnétter vattenmelon
(She has operated) J0KOTH [ 'tokoti] npiM [dim] 3Be3a [zvi'zda] apaxuc [er'axis] apOys3 [er'bus]
elbow smoke star peanuts watermelon
Hon har pratat med barnen ['ba:.n en] spegel séck element torn
(She has talked to) neru [ dieti] 3epkaio [ zerkota] Memok [mir' sok] Gatapes [bote 'riejo] Oamrns ['bagnis]
children mirror sack radiator tower
Han har brutit benet ['be:.net] artor fisk ekorre underklader
(He has broken) Hora [ne'ga] ropox [ge'rox] poiba [ 'ribo] Oenka [ 'bietka] Gernbe [biet'jo]
leg peas fish squirrel underwear
Han har vattnat blomman [?blom:.an] skép kanon tefat pannkakor
(He has watered) 1BeToK [tsvir' tok] mkad [ skaf] mymka [ pugka] Gmoaue [ 'bliuts:a] OmunbI [bli'ni]
flower cupboard canon saucer pancakes
Hon har matat bocken ['bok: en] flygplan néat sjukhus vinglas
(She has fed) ko3en [ke'zet] camosteT [Semo 'liet] cerka ['sietko] Gonpruua [bel niitss] 6okai [ba'kal]
goat airplane net hospital wineglass
Han har monterat bordet ['bu:.det] klanning vinge halsband papper
(He has assembled) cro [stot] iatee [ platifjs] kpbuio [kri'to] Gycsr [b'usi] Oymara [bu'maga]
table dress wing necklace paper
Hon har skrivit brevet ['bre:.vet] ost skjorta 6gonbryn nyckelring
(She has written) mucbMo [piisi'mo] chIp [sir] py6arika [ru'bagko] 6poss [brof] 6pernok [brr'tok]
letter cheese shirt eyebrow keyring
Han har serverat med brickan [?brik:.an] fyr snigel stock rakhyvel
(He has served with) noaHoc [pe’dnos] Masik [me'jak] yautka [u'litks] OpeBHO [briv'no] 6putaa [ 'britva]
tray lighthouse snail log razor
Han har polerat golvet ['gol:.vet] hund talt berg huvud
(He has polished) ot [pot] cobaxa [se'bako] nasnatka [pe tatko] ropsl ['gori] rosioBa [gote'va]
floor dog tent mountains head
Hon har planterat granen ['gra:.nen] borg boll kista brost
(She has planted) énxa ['jetka] 3aMok ['zamok] Msa [mizte] rpo6 [grop] rpyas [grut]
fir-tree castle ball coffin breast
Han har matet grodan [?gru:.dan] tval skepp svamp paron
(He has fed) msrymka [1ir' gugks] MbUIO [ mito] kopabis [ke'rabli] rpu6 [griip] rpyua ['grugo]
frog soap ship mushroom pear
Hon har matat kalkonen [kal 'ku:.nen] napp penna ficka droppe
(She has fed) uazeiika [mi'diejks] cocka ['sosks] pyuka [ 'ruteko] kapma [ker 'man] kamws ['kaplia]
turkey dummy pen pocket drop
Han har sytt kavajen [ka'vaj..en] fonster agg falla sten
(He has sewn) mumkak [pidz zak] okHo [e'kno] stitwo [jij't50] kankaH [kep 'kan] kamenb [ kamimi]
suit window egg trap stone
Hon har kopplat i kontakten [kon. tak:t.en] rav grés hjul ringar
(She has set in) Buiika ['vitka] naca [lir'sa] Tpasa [tre'va] koueco [kalii'so] KOJIbLIA ['kolthse]
plug fox grass wheel rings
Han har satt pa kopplet ['kop:.let] domare bréd brunn rot
(He has put on) moBOIOK [pove'dok] cymbs [su'dija] x1e6 [xliep] komozer [ke 'todirts] Kopess [ 'korimi]
leash judge bread well roots
Hon har rensat med krattan [%r at:.an] axel sal farg mugg
(She has tidied up) rpabnu ['grabh] nreuo [pli‘teo] TIOJICHS [t liend] kpacka [ 'krasko] kpyxka [ 'krugko]
rake shoulder seal paint mug
Han har planterat i krukan [%kru:.kan] orm svard tak cirkel
(He has planted in) ropuiok [ger sok] 3Mes [zmir 'ja] mey [mietc] kpsia ['kriga] kpyr [Kruk]
pot snake sword roof circle
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Hon har rullat

spoke

She h lled kulorna [?ku:.1u.na] spindel nave jacka
(She has rolled) mapuk [ sariki] HPH?I‘M,eH,H,e mayk [pe'uk] kynak [ko 'tak] kyprka [ 'kurtka]
[prirvir' dienitja] . . .
marbles spider fist jacket
ghost
Han har dragit ut ladan [2lo:d.an] sang sdngare panna bét
(He has pulled out) sk ['jeee:k] kpoBartb [kre'vat] neua [pir ' viitso] 106 [top] nonxa [ 'totks]
drawer bed singer forehead boat
Hon har tant lagan [2lo:g.an] bil skalle sked hést
(She has ignited) wiamst ['ptamis] MarmHa [me'sing) ueper [ teerip] noxkka ['togko] nomans [ 'togoti]
flame car skull spoon horse
Han har kort lastbilen [2as:tb i:l.en] vykort honung handflata svala
(He has driven) rpy30BuK [groze ' vik] oTkpbITKa [et'kritks] men [miet] nanousb [fe'doni] nacrouka [ ‘tastoteko]
truck postcard honey palm swallow
Han har spritt ut leksakerna . )
He has spread out) [lek s ake.na] kvinna vést skog svan
( P e *KeHumHa ['zgnie:ms) sxuner [zi'let] nec [lies] nebenp [ liebirt]
urpynika [1'grugko]
toy woman vest forest swan
Han har statt i malet ['mo:.let] and bok blixt hammare
(He has stood in) BopoTa [ve 'roto] y1ka ['utks] kuura ['kniiga] MoJtHuS [ 'motnitjo] MoJI0TOK [mote tok]
goal duck book lightning hammer
G k .
Hon har dc_>dat masken ['ma s:.ken] napp lapp smor olja
(She has killed) ~ IyroBULA N . .
gepBsik [terr' viak] . ~ ry6sI ['gubi] Macro ['masto] Macio ['masto]
[ pugavirtss] . .
worm lips butter oil
button
Han har flugit i molnet ['mo:.let] tidning tunga hjarna bro
(He has flown in) o6iako [ obtoko] rasera [ge'zieto] s13bIK [j1'zik] Mmo3r [mosk] mocT [most]
cloud newspaper tongue brain bridge
Hon har kramat nallen [2nal:.en] strykjarn kork horlurar pump
(She has hugged) mumika [mir' gko] yrior [0 'tiuk] npoOka ['propka] HaymHUKH [ne ugnitkir] Hacoc [ne'sos]
teddy-bear iron cork earphones pump
" s .
Hon har fallt upp paraplyet [para'ply:.et] kyrka buske risor finger
(She has opened up) — napuKMaxep T~
30HT [zONt] nepkoBs [ 'tserkofl] kycr [Kust] o ) masterr ['paliits]
[porik ‘'maxiir] .
umbrella church bush . finger
hairdresser
jordgubb .
Han har tjanat pengarna ['pen:.a. na] Jordgubbe har tupp fjader
(He has earned) o KiTyOHHKa , . Iy L
nensru [ dienigr] o BOJIOCHI [ 'votasi] netyx [pir'tux] niepo [pi'ro]
[ktob 'niika] -
money hair cock feather
strawberry
Hon har mélat med penseln [?pen:.seln] haj nudlar handske sandlada
(She has painted with) KUCTh [Kiisiti] akyJa [e'kuto] nana [tep'sa] nepuatky [piir' teatki] necounnna [pi'sotenitso]
brush shark noodles gloves sandbox
Han har slagit med piskan [?pis:.kan] skoldpadda mustasch ol sag
(He has hit with) kHyT ['knot] uepernaxa [terrt' paxo] yesl [0'si] nuBo [ pivo] maa [pir'ta]
whip turtle moustache beer saw
Hon har traffat pojken [?poj:.ken] déck skidor hylla lappstift
(She has med) Manbunk [ 'maliteik] mHE [ §ing) ek [ 'Hzi] moxnka ['potkoa] momaja [pa'mado]
boy tyres skis shelf lipstick
Hon har checkat in resvaskan [?re:s.v gs:.kan] fagel trad dgonfransar bélte
(She has checked in) ueMozaH [terme’ dan] nruna [ 'ptiitsa] nepeso ['dieriva] pecHuIbI [l snitsi] pemens [rir miend]
suitcase bird tree eye-lashes belt
I-éc;]n :ar syt rocken ['rok:.en] o gOI:(s: oe hus eluttag horn
(She has sewn) nanbTo [peli‘to] M p o nom [dom] posetka [re'zietka] por [rok]
[me 'rozinalo]
coat . house socket horn
ice-cream
Han har pratat med servitrisen [ser.vi. 'tri:.sen] tegel klocka orhange hjarta
(He has talked to) o¢pummantka [efitsi antko] xuprra [Kir' pii ‘te] wackl [ter'si] cepbri ['sieri'gi] cepaue ['slertso]
waitress brick clock earrings heart
Hon har samlat ihop skrépet ['skre:.pet] planbok bi fiol bank
(She has collected) Mmycop [ 'musar] komienek [kasi'liok] mena [pter '‘ta] ckpmnka ['skripks] ckameiika [ske ' mierjka]
trash wallet bee violin bench
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Han har byggt med spiken ['spi:.ken] tass pumpa rygg lista
(He has built with) rBO3716 [gvositi] narna [ 'tapo] ToIKBa [ 'tikvo] crmHa [spit na) crrcok [sp'1sok]
nail paw pumpkin back list
I-é(;]n T]ar pro:l(egerat Pa stigen ['sti:.gen] kedja arm mur craxa gl[a; ie, kan]
(She has walked on) nopoxka [de rogko] uens [tsep]] pyka [ro'ka] crena [sit1'na) aK Hlass
path chain arm wall g
ati h k .
Hon har atit struten ['stra:.ten] anddu ballong pil fot
(She has eaten) . THOJIOTEHLE o iy o
poxok [ra'zok] e~ mapuk [ sarik] crpedna [strir'ta] crynus [sto'pnia]
[pate’tientsa]
cone balloon arrow foot
towel
Hon har dragit i svansen ['svan:.sen] vitlok mane ljus prést
(She has pulled) XBOCT [XVOst] YECHOK [fEl'snok] nyHa [to'na] cBeua [stI'fEa] CBSILIEHHUK [sViI' g eni:1K]
tail garlic moon candle priest
Han har 6ppnat upp tandaren [2ten:.da.ren] fatolj hérborste skugga vagn
(He has opened) 3akuranka [zozi' gatko] kpecio [ 'kriesta] pacuecka [reg teosko] TeHb [tiend] Tenexka [t liezko]
lighter armchair hairbrush shadow wagon
Hon har hagt upp tavlan [2ta:v.lan] far fluga midja dansare
(She has hung up) kapruHa [ker'ting] oBia [ef'tsa] Mmyxa ['muxs] tanus [ 'talifjo] TaHop [ tan'tsor]
painting sheep fly waist dancer
Han har spelat pa trumman [%rem:.an] igelkott hov kapp pipa
(He has played) GapabaHu [bore 'ban] éx ['jos] konsITo [ke'pita] TpocTs [trosti] Tpy6Ka ['trupka]
drum hedgehog hoof cane pipe
Hon har matat ugglan [?eg:.lan] Kylskap las horn kol
(She has fed) . XOJOIUIBHUK , _ .
coBa [se'va] o 3aMOK [ze'mok] yrou ["ugat] yrous [ugoli]
[xote'diilinik]
owl . lock corner coal
fridge
Hon har kramat valpen ['val:..pen] gunga regn sylt badkar
(She has hugged) eHOoK [¢:1'nok] xauesn [ke teel] Joxap [doe:t] BapeHbe [ve'rienijo] BaHHa [ van:o]
puppy swings rain jam bathtube
Han har sytt vaskan [2ves:.kan] fangelse hal gren kamel
(He has sewn) cymka ['sumka] TrIopbMa [thari'ma] nwipa [di'ra] Berka ['vietka] BepOuron [virr bliut]
bag prinson hole branch camel
Hon har vattnat i vaxthuset [2vek:st.h u:.set] skal elefant héxa rep
(She has watered in) Temmima [t plitso] gamka [ ‘teasko] cioH [ston] BeapMa ['viedimoa) BepeBka [vir riefko]
greenhouse bowl elephant witch rope
Han har vattnat vaxten ['vek:.sten] slips tar skinka cykel
(He has watered) pactenue [re'sitieniijo] rancTyk [ gatstok] cnesa [sli'za] BETUMHA [v-ilf?szl'na] Benocunes [vitosit piet]
plant tie tear ham bicycle
Han har byggt med verktygen [2verk.t,y:.gen] ) . . .
(He has built with) HHCTpYMEHTE! mo§sa potatis ' hml.<v hellkopter N
[nstro' mient] mianka [ sapka] kapromika [ker'togko] Beapo [vir'dro] Beprouier [viirte 'liet]
hat potato bucket helicopter
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Appendix F

List of the glosses used in this paper (The Leipzig Glossing Rules (2008) were used):

ART. — Atrticle
C. — Common gender
DEF. — Definite

F. — Feminine gender
N. — Neuter gender
INF. — Infinitive

PL. — Plural

PRS. — Present
PTCP — Participle
SG. — Singular
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