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Bart:    Look at me, I’m a grad student! I’m thirty years old and I made $600 last year!

Marge:   Bart, don’t make fun of grad students! They just made a terrible life choice.

(The Simpsons, Episode “Home Away from Homer”)
Abstract

The word-space model is a computational model of word meaning that utilizes the distributional patterns of words collected over large text data to represent semantic similarity between words in terms of spatial proximity. The model has been used for over a decade, and has demonstrated its mettle in numerous experiments and applications. It is now on the verge of moving from research environments to practical deployment in commercial systems. Although extensively used and intensively investigated, our theoretical understanding of the word-space model remains unclear. The question this dissertation attempts to answer is what kind of semantic information does the word-space model acquire and represent?

The answer is derived through an identification and discussion of the three main theoretical cornerstones of the word-space model: the geometric metaphor of meaning, the distributional methodology, and the structuralist meaning theory. It is argued that the word-space model acquires and represents two different types of relations between words — syntagmatic or paradigmatic relations — depending on how the distributional patterns of words are used to accumulate word spaces. The difference between syntagmatic and paradigmatic word spaces is empirically demonstrated in a number of experiments, including comparisons with thesaurus entries, association norms, a synonym test, a list of antonym pairs, and a record of part-of-speech assignments.
Sammanfattning

Ordrumsmodellen använder ords distributionsmönster över stora textmängder för att representera betydelselikhet som närhet i ett mångdimensionellt rum. Modellen har funnits i över ett årtionde, och har bevisat sin användbarhet i en mängd experiment och tillämpningar. Trots att ordrumsmodellen varit föremål för omfattande forskning och användning är dess teoretiska grundvalar i stort sett outforskade. Denna avhandling syftar till att besvara frågan vilken typ av betydelsesrelationer representeras i ordrumsmodellen?
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Chapter 1

Introduction

“Play along! I’ll explain later.”
(Moe Szyslak in “Cape Feare”)

1.1 Modeling meaning

Meaning is something of a holy grail in the study of language. Some believe that if meaning is unveiled, it will bring light into the darkest realms of linguistic mystery. Others doubt its mere existence. Semanticists of many disciplines roam the great plains of linguistics, chasing that elusive, but oh-so-rewarding, thing called “meaning.” Skeptics, also of many disciplines, stand by and watch their quest with agnostic, and sometimes even mocking, prejudice.

Whatever the ontological status of meaning may be, contemporary linguistics need the concept as explanatory premise for certain aspects of the linguistic behavior of language users. To take a few obvious examples, it would be onerous to try to explain vocabulary acquisition, translation, or language understanding without invoking the concept of meaning. Granted, it might prove possible to accomplish this without relying on meaning, but the burden of proof lies with the Opposition. Thus far, the exorcism of meaning from linguistics has not been successful, and no convincing alternative has been presented.

My prime concern here is not fitting meaning into the framework of linguistics. My interest here is rather the possibility of building a computational model of meaning. Such a computational model of meaning is worth striving for because our computational models of linguistic behavior will be incomplete without an account of meaning. If we need meaning to fully explain linguistic behavior, then surely we
need meaning to fully model linguistic behavior. A large part of language technology\textsuperscript{1} today is concerned with tasks and applications whose execution typically is assumed to require (knowledge about, or proficiency in using) meaning. Examples include lexicon acquisition, word-sense disambiguation, information access, machine translation, dialogue systems, etc. Even so, remarkably few computational models of meaning have been developed and utilized for practical application in language technology. The model presented in this dissertation is one of the few viable alternatives.

Note that we seek a computational and not psychological model of meaning. This means that, while it should be empirically sound and consistent with human behavior (it is, after all, a model), it does not have to constitute a neurophysiologically or psychologically truthful model of human information processing. Having said that, human (semantic) proficiency exhibits such impressive characteristics that it would be ignorant not to use it as inspiration for implementation: it is efficient, flexible, robust, and continual. On top of all that, it is also seemingly effortless.

1.2 Difficult problems call for a different strategy

I have thus far successfully avoided the question about the meaning of “meaning,” and for a good reason: it is this question that conjures the grail-like quality of the concept of meaning. As foundational as the study of meaning seems for the study of language, as elusive is the definition of the concept. In one sense, everyone knows what meaning is — it is that which distinguishes words from being senseless condensates of sounds or letters, and part of that which we understand and know when we say that we understand and know a language — but in another sense, no one seems to be able to pin down exactly what this “meaning” is. Some 2000 years of philosophical controversy should warn us to steer well clear of such pursuits.

I will neither attempt to define the meaning of “meaning,” nor review the taxonomy of semantic theories. I will simply note that defining meaning seems like a more or less impossible (and therefore perhaps not very meaningful) task, and that there are many theories about meaning available for the aspiring semanticist. However, despite the abundance of meaning theories, remarkably few have proven their mettle in actual implementation. For those that have, there is usually a fair amount of “fitting circles into squares” going on; the theoretical prescriptions often do not fit observable linguistic data, which tend to be variable, inconsistent and vague. Semantics has been, and still is, a surprisingly impractical occupation.

\textsuperscript{1}There is an abundance of terms referring to the computational study of language, including “computational linguistics,” “language engineering,” “natural language processing,” etc. I arbitrarily choose to use the term “language technology.”
In keeping with this theoretical lopsidedness, there is a long and withstanding tradition in the philosophy of language and in semantics to view the incomplete, noisy and imprecise form of natural language as an obstacle that obscures rather than elucidates meaning. It is very common in this tradition to claim that we therefore need a more exact form of representation that obliterates the ambiguity and incompleteness of natural language. Historically, logic has often been cast in this role, with the idea that it provides a more stringent and precise formalism that makes explicit the semantic information hidden in the imprecise form of natural language. Advocates of this paradigm claim that we should not model natural language use, since it is noisy and imprecise; instead, we should model language in the abstract.

In stark contrast to such a prescriptive perspective, proponents of descriptive approaches to linguistics argue that ambiguity, vagueness and incompleteness are essential properties of natural language that should be nourished and utilized; these properties are not signs of communicative malfunction and linguistic deterioration, but of communicative prosperity and of linguistic richness. Descriptivists argue that it would be presumptuous to believe that the single most complex communication system developed in nature could be more adequately represented by some human-made formalism. Language has the form it has because it is the most viable form. In the words of Ludwig Wittgenstein (1953):

It is clear that every sentence in our language ‘is in order as it is.’ That is to say, we are not striving after an ideal, as if our ordinary vague sentences had not yet got a quite unexceptional sense, and a perfect language awaited construction by us. (§98)

The computational model of meaning discussed in this dissertation — the word-space model — is based entirely on language data, which means that it embodies a thoroughly descriptive approach. It does not rely on a priori assumptions about language (or at least it does so to a bare minimum — see further Section 1.3). By grounding the representations in actual usage data, it only represents what is really there in the current universe of discourse. When meanings change, disappear or appear in the data at hand, the model changes accordingly; if we use an entirely different set of data, we will end up with an entirely different model of meaning. The word-space model acquires meanings by virtue of (or perhaps despite) being based entirely on noisy, vague, ambiguous and possibly incomplete language data.

It is the overall goal of this dissertation to investigate this alternative computational path to semantics, and to examine how far in our quest for meaning such a thoroughly descriptive approach may take us.
1.3 Simplifying assumptions

It is inevitable when dealing with language in computers to make a few simplifying assumptions about the nature of the data at hand. For example, we normally will not have access to the wealth of extralinguistic information available to, and utilized by, every human. It is perhaps superfluous to point out that computers have a very limited set of senses, and even if we arguably can make the computer see, hear and touch, we still only have a very rudimentary knowledge how to interpret the vision, sound and tactile signal. Written text, on the other hand, is often readily available in machine-readable format (modulo issues related to encoding standards), and we have a comparably good understanding how to interpret such data. In the remainder of this dissertation, when I speak of language I speak of written language, unless otherwise stated.

This focus on written language admittedly undermines the behavioral consistency of the word-space model. However, it is perfectly feasible to assume that any sufficiently literate person can learn the meaning of a new word through reading only, as Miller & Charles (1991) observe. It is very common, at least in certain demographics (i.e. middle-class in literate areas), that people can read and write but not speak and understand foreign languages.

It also seems perfectly feasible to assume that the general word-space methodology presented here can be applied to data sources other than text. Having said that, it is important to point out that I do rely on assumptions that are text specific. For example, I use the term “word” to refer to white-space delimited sequences of letters that have been morphologically normalized to base forms (a process called lemmatization). Thus, when I speak of words I speak of lemmatized types rather than of inflected tokens. This notion of a word does not translate unproblematically to, e.g., speech data.

Furthermore, I assume that these lemmatized types are atomic semantic units of language. I am well aware that this might upset both linguists, who tend to see morphemes as atomic semantic units; and psychologists, who tend to argue that humans store not only morphemes and words in semantic memory, but also multi-word terms, idioms, and phrases. I will bluntly neglect these considerations in this dissertation, and merely focus on words and their meanings. It should be noted that the methodology presented in the following text can directly and unproblematically be applied also to morphemes and multi-word terms. The granularity of the semantic units is just a matter of preprocessing.

Lastly, I should point out that the methodology presented in this dissertation requires consistency and regularity of word order. Languages that utilize free word order would arguably not be applicable to the kind of distributional analysis professed in this dissertation.
1.4 Research questions

The word-space model is slowly but steadily becoming part of the basic arsenal of language technology. From being regarded almost as a scientific curiosity not more than a decade ago, it is now on the verge of moving from research laboratories to practical application; it is habitually used in information-access applications, and has begun to see employment in commercial products.

Despite its apparent viability, it remains unclear in what sense the word-space model is a model of meaning. Does it constitute a complete model of the full spectrum of meaning, or does it only convey specific aspects of meaning? If so: which aspects of meaning does it represent? Is it at all possible to extract semantic knowledge by merely looking at usage data? Surely, the practical applicability of the word-space model implies an affirmative answer to the last question, but there are neither theoretical motivations nor empirical results to indicate what type of semantic information the word-space model captures. Filling this void is the central goal of this dissertation.

1.5 Dissertation road map

During the following 122 pages, I will explain what the word-space model is, how it is produced, and what kind of semantic information it contains. The “what” is the subject of Chapter 2, the “how” is the subject of Chapters 3 and 4, and the “what kind” is addressed through Chapters 5 to 15. Finally, Chapter 16 summarizes and concludes the dissertation.

The text is divided into four different parts. Part I presents the theoretical background, Part II contains the theoretical foreground, and constitutes my main contribution. Part III presents the experiments, and Part IV concludes the text.

Those who are already familiar with the word-space model and its implementations may safely skip Part I (Chapters 2 to 4). Those who are only interested in the theoretical contribution of this thesis can skim through Chapters 8 to 14, while those who are primarily interested in the empirical results instead should focus on these chapters. However, I want to make clear that the main contribution of this dissertation is theoretical, and that the experimental results presented in Part III should be viewed less as evidence than as indications. My advice is to read the whole thing.
Part I

Background
Chapter 2

The word-space model

“That’s quite a nice model, sir.”
“Model?”
(Waylon Smithers and Mr. Burns in “Springfield”)

I refer to the computational model of meaning discussed in this dissertation as the word-space model. This term is due to Hinrich Schütze (1993), who defines the model as follows:

Vector similarity is the only information present in Word Space: semantically related words are close, unrelated words are distant. (p.896)

There are many different ways to produce such a computational model of semantic similarity (I will discuss three different implementations in Chapter 4). However, even if there are many different ways of arriving at a word space, the underlying theories and assumptions are the same. This fact is often obscured by the plentitude of appellations and acronyms that are used for different versions and different implementations of the underlying word-space model. The propensity for term-coining in this area of research is not only a major source of confusion, but a symptom of the theoretical poverty that permeates it. The single most important reason why researchers do not agree upon the terminology is because they fail to appreciate the fact that it is the same underlying ideas behind all their implementations.

It is one of the central goals of this dissertation to excavate the underlying semantic theory behind the word-space model, and to thereby untangle this terminological mess. I start in this chapter by reviewing the basic assumptions behind the word-space model: the theory of representation, and the theory of acquisition.
2.1 The geometric metaphor of meaning

The word-space model is, as the name suggests, a spatial representation of word meaning. Its core idea is that semantic similarity can be represented as proximity in \( n \)-dimensional space, where \( n \) can be any integer ranging from 1 to some very large number — we will consider word spaces of up to several millions of dimensions later on in this dissertation. Of course, such high-dimensional spaces are impossible to visualize, but we can get an idea of what a spatial representation of semantic similarity might look like if we consider a 1-dimensional and a 2-dimensional word space, such as those represented in Figure 2.1.

![Figure 2.1](image)

\( \text{guitar} \quad \text{lute} \quad \text{oud} \quad \text{sitar} \)

\( (1) \)

\( \text{guitar} \quad \text{lute} \quad \text{oud} \quad \text{sitar} \)

\( (2) \)

\text{Figure 2.1: (1) A 1-dimensional word space, and (2) a 2-dimensional word space.}

In these geometric representations, spatial proximity between words indicates how similar their meanings are. As an example, both word spaces in Figure 2.1 depicts \textit{oud} as being closer to \textit{lute} than to \textit{guitar}, which should be interpreted as a representation of the meaning similarities between these words: the meaning (of) \textit{oud} is more similar to the meaning (of) \textit{lute} than to the meaning (of) \textit{guitar}.

The use of spatial proximity as a representation of semantic similarity is neither accidental nor arbitrary. On the contrary, it seems like a very intuitive and natural way for us to conceptualize similarities, and the reason for this is obvious: we are, after all, \textit{embodied} beings, who use our unmediated spatio-temporal knowledge of the world to conceptualize and make sense of abstract concepts. This has been pointed out by George Lakoff and Mark Johnson in a number of influential works (Lakoff & Johnson, 1980, 1999), where they argue that metaphors are the raw
2.1. The geometric metaphor of meaning

materials of abstract concepts, and our basic tools for reasoning about abstract and complex phenomena. Language in general, and linguistic meaning in particular, are prime examples of such phenomena.

Lakoff and Johnson believe that our metaphorical tools for thought (to use yet another metaphor) are made up of a small number of basic, or primary, metaphors that are directly tied to our physical being-in-the-world. Spatial relations are salient in this respect: location, direction and proximity are basic properties of our embodied existence. This is why they also, according to Lakoff and Johnson, constitute the elements of (some of) our most fundamental metaphors.

One of the arguably most basic metaphors is the prevailing similarity-is-proximity metaphor: two things that are deemed to be similar in some sense are conceptualized as being close to or near each other, while dissimilar things are conceptualized as being far apart or distant from each other. This similarity-is-proximity metaphor is so prevalent that it is very difficult to think about similarities, let alone to talk about them, without using it (Lakoff & Johnson, 1999). This also applies to meanings: it is intuitive, if not inevitable, to use the similarity-is-proximity metaphor when talking about similarities of meaning. Words with similar meanings are conceptualized as being near each other, while words with dissimilar meanings are conceptualized as being far apart.

Note that the similarity-is-proximity metaphor presupposes another geometric metaphor: entities-are-locations. In order for two things to be conceptualized as being close to each other, they need to possess spatiality; they need to occupy (different) locations in a conceptual space. When we think about meanings as being close to or distant from each other, we inevitably conceptualize the meanings as locations in a semantic space, between which proximity can be measured. However, the entities-are-locations metaphor is completely vacuous in itself. Conceptualizing a sole word as a lone location in an n-dimensional space does nothing to further our understanding of the word. It is only when the space is populated with other words that this conceptualization makes any sense, and this is only due to the activation of the similarity-is-proximity metaphor.

Together, these two basic metaphors constitute the geometric metaphor of meaning:

**The geometric metaphor of meaning:** Meanings are locations in a semantic space, and semantic similarity is proximity between the locations.

According to Lakoff’s and Johnson’s view on the embodied mind and metaphorical reasoning, this geometric metaphor of meaning is not something we can arbitrarily choose to use whenever we feel like it. It is not the product of disembodied speculation. Rather, it is part of our very existence as embodied beings. Thus,
the geometric metaphor of meaning is not based on intellectual reasoning about language. On the contrary, it is a prerequisite for such reasoning.

2.2 A caveat about dimensions

It might be wise at this point to obviate a few misconceptions about the nature of high-dimensional spaces.

Firstly, even though word spaces typically use more than one dimension to represent the similarities, it is still only proximity that is represented. It does not matter if we use one, two or six thousand dimensions, we are still only interested in how close to each other the locations in the space are. We should therefore try to resist the temptation of trying to find phenomenological correlates to the dimensions of high-dimensional word spaces. Although a 2-dimensional space adds the possibility of qualifying the similarities along the vertical axis (things can be over and under each other), and a 3-dimensional space adds depth (things can be in front of and behind each other), such qualifications are neither contained in, nor sanctioned by the similarity-is-proximity metaphor. As Karlgren (2005) points out, expressions such as “close in meaning” or “closer in meaning” are acceptable and widely used, whereas expressions such as “slightly above in meaning” and “more to the north in meaning” are not.

Why do I stress this point? Because it would lead to severe problems if we thought that we could find phenomenological correlates to higher dimensions in the word-space model. Granted, we have seen renderings of a second and third dimension, and a possible rendering of a fourth dimension might be time (things can be before or after each other), but then what? What kind of similarity does the 13th dimension represent? And what about the 666th, or the 198 604 021 003rd? One should keep in mind that the kind of spaces we normally use in the word-space model are very high-dimensional, and that it would be virtually impossible to find a phenomenological correlate to every dimension.

Secondly, high-dimensional spaces behave in ways that might seem counterintuitive to beings such as us who live in a spatially low-dimensional environment. Even the most basic spatial relations — such as proximity — behave differently in high-dimensional spaces than they do in low-dimensional ones. We can exemplify this without having to plunge too deep into mathematical terminology with the simple observation that whenever we add more dimensions to a space, there is more room for locations in that space to be far apart: things that are close to each other in one dimension are also close to each other in two, and generally also in three dimensions, but can be prohibitively far apart in 3 942 dimensions. A more mathematical example of the counterintuitive properties of high-dimensional spaces is the fact that objects in high-dimensional spaces have a larger amount
of surface area for a given volume than objects in low-dimensional spaces.\footnote{As an example, visualize two nested squares, one centered inside the other. Now consider how large the small square needs to be in order to cover 1\% of the area of the larger square. For 2-dimensional squares, the inner square needs to have 10\% of the edge length of the outer square ($0.10 \times 0.10 = 0.01$), and for 3-dimensional cubes, the inner cube needs to have about 21\% of the edge of the outer cube ($0.21 \times 0.21 \times 0.21 \approx 0.01$). To generalize, for $n$-dimensional cubes, the inner cube needs to have an edge length of $0.01^{\frac{1}{n}}$ of the side of the outer cube. For $n = 1\ 000$, that is 99.5\%. Thus, if the outer 1 000-dimensional cube has edges 2 units long, and the inner 1 000-dimensional cube has edges 1.99 units long, the outer cube would still contain one hundred times more volume. This means that the vast majority of the volume of a solid in high-dimensional spaces is concentrated in a thin shell near its surface. This example was first brought to my attention in September 2005 on Eric Lippert’s blog http://blogs.msdn.com/ericlippert/archive/2005/05/13/417250.aspx} This is of course neither surprising nor problematic from a mathematical perspective. The lesson here is simply that we should exercise great caution about uncritically transferring our spatial intuitions that are fostered by a life in three dimensions to high-dimensional spaces.

\section*{2.3 The distributional hypothesis of meaning}

We have seen that the word-space model uses the geometric metaphor of meaning as representational basis. But the word-space model is not only the spatial representation of meanings. It is also the way the space is built. What makes the word-space model unique in comparison with other geometrical models of meaning is that the space is constructed with no human intervention, and with no a priori knowledge or constraints about meaning similarities. In the word-space model, the similarities between words are automatically extracted from language data by looking at empirical evidence of real language use.

As data, the word-space model uses statistics about the distributional properties of words. The idea is to put words with similar distributional properties in similar regions of the word space, so that proximity reflects distributional similarity. The fundamental idea behind the use of distributional information is the so-called \textit{distributional hypothesis}:

\textbf{The distributional hypothesis:} \textit{words with similar distributional properties have similar meanings.}

The literature on word spaces abounds with formulations to this effect. A good example is Schütze \& Pedersen (1995), who state that “words with similar meanings will occur with similar neighbors if enough text material is available,” and Rubenstein \& Goodenough (1965) — one of the very first studies to explicitly formulate and investigate the distributional hypothesis — who state that “words which are similar in meaning occur in similar contexts.”
The distributional hypothesis is usually motivated by referring to the distributional methodology developed by Zellig Harris (1909–1992). In Harris’ distributional methodology, the explanans is reduced to a set of distributional facts that establishes the basic entities of language — phonemes, morphemes, and syntactic units — and the (distributional) relations between them. Harris’ idea was that the members of the basic classes of these entities behave distributionally similarly, and therefore can be grouped according to their distributional behavior. As an example, if we discover that two linguistic entities, $w_1$ and $w_2$, tend to have similar distributional properties, for example that they occur with the same other entity $w_3$, then we may posit the explanandum that $w_1$ and $w_2$ belong to the same linguistic class. Harris believed that it is possible to typologize the whole of language with respect to distributional behavior, and that such distributional accounts of linguistic phenomena are “complete without intrusion of other features such as history or meaning.” (Z. Harris, 1970).

So where does meaning fit into the distributional paradigm? Reviewers of Harris’ work are not entirely unanimous regarding the role of meaning in the distributional methodology (Nevin, 1993). On the contrary, this seems to be one of the main sources of controversy among his commentators — how does the distributional methodology relate to considerations on meaning? On the one hand, Harris explicitly shunned the concept of meaning as part of the explanans of linguistic theory:

As Leonard Bloomfield pointed out, it frequently happens that when we do not rest with the explanation that something is due to meaning, we discover that it has a formal regularity or ‘explanation.’ (Z. Harris, 1970, p.785)

On the other hand, he shared with his intellectual predecessor, Leonard Bloomfield (1887–1949), a profound interest in linguistic meaning. Just as Bloomfield had done, he too realized that meaning in all its social manifestations is far beyond the reach of linguistic theory. Even so, Harris was confident that his distributional methodology would be complete with regards to linguistic phenomena. The above quote continues:

It may still be ‘due to meaning’ in one sense, but it accords with a distributional regularity.

---

2Harris did not exclude the possibility of other scientific studies of language. On the contrary, he explicitly states in “Distributional structure” (Z. Harris, 1970) that “It goes without saying that other studies of language — historical, psychological, etc. — are also possible, both in relation to distributional structure and independently of it.” (p.775)

3“Though we cannot list all the co-occurrents [...] of a particular morpheme, or define its meaning fully on the basis of these.” (Z. Harris, 1970, p.787)
2.3. The distributional hypothesis of meaning

What Harris is saying here is that even if extralinguistic factors do influence linguistic events, there will always be a distributional correlate to the event that will suffice as explanatory principle. Harris was deeply concerned with linguistic methodology, and he believed that linguistics as a science should (and, indeed, could) only deal with what is internal to language; whatever is in language is subject to linguistic analysis, which for Harris meant distributional analysis. This view implies that, in the sense that meaning is linguistic (i.e. has a purely linguistic aspect), it must be susceptible to distributional analysis:

...the linguistic meanings which the structure carries can only be due to the relations in which the elements of the structure take part. (Z. Harris, 1968, p.2)

The distributional view on meaning is expressed in a number of passages throughout Harris’ works. The most conspicuous examples are Mathematical Structures of Language (p.12), where he talks about meaning being related to the combinatorial restrictions of linguistic entities; and “Distributional Structure” (p.786), where he talks about the correspondence between difference of meaning and difference of distribution. The consistent core idea in these passages is that linguistic meaning is inherently differential, and not referential (since that would require an extralinguistic component); it is differences of meaning that are mediated by differences of distribution. Thus, the distributional methodology allows us to quantify the amount of meaning difference between linguistic entities; it is the discovery procedure by which we can establish semantic similarity between words:

...if we consider words or morphemes A and B to be more different in meaning than A and C, then we will often find that the distributions of A and B are more different than the distributions of A and C. In other words, difference of meaning correlates with difference of distribution. (Z. Harris, 1970, p.786)

The distributional hypothesis has been validated in a number of experiments. The earliest one that I am aware of is Rubenstein & Goodenough (1965), who compared contextual similarities with synonymy judgments provided by university students. Their experiments demonstrated that there indeed is a correlation between semantic similarity and the degree of contextual similarity between words. Almost 30 years later, Miller & Charles (1991) repeated Rubenstein’s & Goodenough’s experiment using 30 of the original 65 noun pairs, and reported remarkably similar results. Miller & Charles concur in that the experiments seem to support the

---

4Note that Harris talks about meaning differences, but that the distributional hypothesis professes to uncover meaning similarities. There is no contradiction in this, since differences and similarities are, so to speak, two sides of the same coin.
distributional (or, as they call it, the *contextual*) hypothesis. Other experimental validations of the distributional hypothesis include Miller & Charles (2000) and McDonald & Ramscar (2001).

### 2.4 A caveat about semantic similarity

As we have seen in this chapter, the word-space model is a model of *semantic similarity*. Padó & Lapata (2003) note that the notion of semantic similarity has rendered a considerable amount of criticism against the word-space model. The critique usually consists of arguing that the concept of semantic similarity is too broad to be useful, in that it encompasses a wide range of different semantic relations, such as synonymy, antonymy, hyponymy, meronymy, and so forth. The critics claim that it is a serious liability that simple word spaces cannot indicate the *nature* of the semantic similarity relations between words, and thus does not distinguish between, e.g., synonyms, antonyms, and hyponyms.

This criticism is arguably valid from a prescriptive perspective where these relations are a priori given as part of the linguistic ontology. From a descriptive perspective, however, these relations are *not* axiomatic, and the broad notion of semantic similarity seems perfectly plausible. There are studies that demonstrate the psychological reality of the concept of semantic similarity. For example, Miller & Charles (1991) point out that people instinctively make judgments about semantic similarity when asked to do so, without the need for further explanations of the concept; people appear to instinctively understand what semantic similarity is, and they make their judgments quickly and without difficulties. Several researchers report high inter-subject agreement when asking a number of test subjects to provide semantic similarity ratings for a given number of word pairs (Rubenstein & Goodenough, 1965; Henley, 1969; Miller & Charles, 1991).

The point I want to make here is that the inability to further qualify the nature of the similarities in the word-space model is a consequence of using the distributional methodology as discovery procedure, and the geometric metaphor of meaning as representational basis. The distributional methodology only discovers differences (or similarities) in meaning, and the geometric metaphor only represents differences (or similarities) in meaning. If we want to claim that we extract and represent some particular *type* of semantic relation in the word-space model, we need to modify either the distributional hypothesis or the geometric metaphor, or perhaps even both. For the time being, we have to make do with the broad notion of semantic similarity.
Chapter 3

Word-space algorithms

“Oh, algebra! I’ll just do a few equations.”
(Bart Simpson in “Special Edna”)

In the last chapter, we saw that the word-space model is a model of semantic similarity, which uses the geometric metaphor of meaning as representational framework, and the distributional methodology as discovery procedure. After having read the last chapter, we know what the model should look like, and we know what to put into the model. However, we do not yet know how to build the model; how do we go from distributional statistics to a geometric representation — a high-dimensional word space? Answering this question is the subject matter of this chapter.

3.1 From statistics to geometry: context vectors

Unsurprisingly, we get a clue to how we could proceed in order to transform distributional information to a geometric representation from Zellig Harris himself, who writes that:

The distribution of an element will be understood as the sum of all its environments. (Z. Harris, 1970, p.775)

In this quote, Harris effectively equates the distributional profile of a word with the totality of its environments. Consider how we could go about collecting such distributional profiles for words: imagine that we have access to the data in Figure 3.1, and we want to collect distributional profiles from it.
Whereof one cannot speak thereof one must be silent

**Figure 3.1:** Imaginary data.

The first thing we have to decide is: what is an environment? In linguistics, an environment is called a *context*. Now, a context can be many things: it can be anything from the surrounding words to the socio-cultural circumstance of an utterance. Dictionaries often provide (at least) two different definitions of context: one specifically linguistic and one more general. A useful example is *Longman Dictionary of Contemporary English* that defines context as:

1. The setting of a word, phrase etc., among the surrounding words, phrases, etc., often used for helping to explain the meaning of the word, phrase, etc.
2. The general conditions in which an event, action, etc., takes place.

For the time being, it will suffice to adopt the first of these two definitions of context as the *linguistic surroundings*.\(^1\) In this example, I define context as one preceding and one succeeding word. As an example, the context for “speak” is “cannot” and “thereof,” and the context for “be” is “must” and “silent.”

One way to collect this information for the example text is to tabulate the contextual information, so that for each word we provide a list of the co-occurrents of the word, and the number of times they have co-occurred:

<table>
<thead>
<tr>
<th>Word</th>
<th>Co-occurs</th>
</tr>
</thead>
<tbody>
<tr>
<td>whereof</td>
<td>(one 1)</td>
</tr>
<tr>
<td>one</td>
<td>(whereof 1, cannot 1, thereof 1, must 1)</td>
</tr>
<tr>
<td>cannot</td>
<td>(one 1, speak 1)</td>
</tr>
<tr>
<td>speak</td>
<td>(cannot 1, thereof 1)</td>
</tr>
<tr>
<td>thereof</td>
<td>(speak 1, one 1)</td>
</tr>
<tr>
<td>must</td>
<td>(one 1, be 1)</td>
</tr>
<tr>
<td>be</td>
<td>(must 1, silent 1)</td>
</tr>
<tr>
<td>silent</td>
<td>(be 1)</td>
</tr>
</tbody>
</table>

**Table 3.1:** Lists of the co-occurrences.

Now, imagine that we take away the actual words, and only leave the co-occurrence counts. Also, we make each list equally long by adding zeroes in the places where we lack co-occurrence information. We also sort each list so that the co-occurrence

\(^1\)I will discuss different notions of context at length in Chapter 7.
counts for each context come in the same places in the lists. The result would look something like this:

<table>
<thead>
<tr>
<th>Word</th>
<th>Co-occurrences</th>
</tr>
</thead>
<tbody>
<tr>
<td>thereof</td>
<td>0 1 0 0 0 0 0 0</td>
</tr>
<tr>
<td>one</td>
<td>1 0 1 0 1 1 0 0</td>
</tr>
<tr>
<td>cannot</td>
<td>0 1 0 1 0 0 0 0</td>
</tr>
<tr>
<td>speak</td>
<td>0 0 1 0 1 0 0 0</td>
</tr>
<tr>
<td>thereof</td>
<td>0 1 0 1 0 1 0 0</td>
</tr>
<tr>
<td>must</td>
<td>0 1 0 0 1 0 1 0</td>
</tr>
<tr>
<td>be</td>
<td>0 0 0 0 0 1 0 1</td>
</tr>
<tr>
<td>silent</td>
<td>0 0 0 0 0 0 1 0</td>
</tr>
</tbody>
</table>

Table 3.2: Lists of co-occurrence counts.

As an example, the co-occurrence-count list for “speak” is (0, 0, 1, 0, 1, 0, 0, 0), and the list for “be” is (0, 0, 0, 0, 1, 0, 1). Such ordered lists of numbers are also called vectors. Formally, a vector \( \vec{v} \) is an element of a vector space, and is defined by \( n \) components or coordinates \( \vec{v} = (x_1, x_2, ..., x_n) \). The coordinates effectively describe a location in the \( n \)-dimensional space. An example of a 2-dimensional vector space with two vectors \( \vec{v}_1 = (1, 2) \) and \( \vec{v}_2 = (3, 2) \) is depicted in Figure 3.2.

Figure 3.2: A 2-dimensional space with vectors \( \vec{v}_1 = (1, 2) \) and \( \vec{v}_2 = (3, 2) \).

I call vectors of co-occurrence counts such as those in Table 3.2 context vectors,\(^2\) because they effectively constitute a representation of the sum of the words’ contexts.

---

\(^2\)The term “context vector” has previously been used by some researchers in word-sense disambiguation to refer to a representation of a particular context for a word (Wilks et al., 1990;
(cf. the quote from Harris above). Another way of looking at context vectors is to say that they describe locations in context space. Thus, the concept of a context vector is the solution to our problem of how to go from distributional statistics to a geometric representation.

### 3.2 Probabilistic approaches

It should be noted that context vectors are not the only way to utilize distributional information. There is a large body of work in language technology that uses distributional information to compute similarities between words, but that does not use context vectors. Instead, this paradigm uses a probabilistic framework, where similarities between words are expressed in terms of functions over distributional probabilities (Church & Hanks, 1989; Hindle, 1990; Hearst, 1992; Ruge, 1992; Dagan et al., 1993; Pereira et al., 1993; Grefenstette, 1994; Lin, 1997; Baker & McCallum, 1998; Lee, 1999). Although these probabilistic approaches do rely on the distributional methodology as discovery procedure, they do not utilize the geometric metaphor of meaning as representational basis, and thus fall outside the scope of this venture.

A good explanation of the difference between the geometric and the probabilistic approaches is the distinction made by Ruge (1992):

Their intentions are evaluating the relative position of two items in the semantic space in the first case, and the overlap of property sets of the two items in the second case. (p.322)

Ruge further argues that the geometric approach is psychologically more realistic, when she concludes that:

...the model of semantic space in which the relative position of two terms determines the semantic similarity better fits the imagination of human intuition [about] semantic similarity than the model of properties that are overlapping. (p.328–329)

### 3.3 A brief history of context vectors

The idea of context vectors has its earliest origins in work on feature space representations of meaning in psychology. The pioneer in this field is Charles Osgood and his colleagues, who in the early 1950s developed the semantic differential approach to meaning representation (Osgood, 1952; Osgood et al., 1957). In this

Schütze, 1992; Schütze & Pedersen, 1995). Note that in my use of the term, influenced by Gallant (1991a, 1991b, 2000), it refers to the totality of a word’s contexts.
3.3. A brief history of context vectors

approach, words are represented by feature vectors where the elements are human attitudinal ratings along a seven-point scale for a number of contrastive adjective pairs such as “soft–hard,” “fast–slow” and “clean–dirty.” The idea is that such feature vectors can be used to measure the psychological distance between words. A very simplified example of the feature vectors for the words “mouse” and “rat” based on three contrastive pairs is given below:

<table>
<thead>
<tr>
<th></th>
<th>small–large</th>
<th>bald–furry</th>
<th>docile–dangerous</th>
</tr>
</thead>
<tbody>
<tr>
<td>mouse</td>
<td>2</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>rat</td>
<td>2</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3.3: Feature vectors based on three contrastive pairs for the words “mouse” and “rat.”

Osgood’s feature-space approach was the major influence for early connectionist research that used distributed representations of meaning (Smith & Medin, 1981; Cottrell & Small, 1983; Small et al., 1988). One of the most influential heirs to the feature-space approach from this period is Waltz & Pollack (1985), who used what they call *micro-features* to represent the meaning of words. These micro-features consisted of distinctive pairs such as “animate–inanimate” and “edible–inedible,” which were chosen to correspond to major distinctions that humans make about their surroundings. The set of micro-features (which were on the order of a thousand) were represented as a vector, where each element corresponded to the level of activation for that particular micro-feature. This representation was thus remarkably similar to Osgood’s semantic differential approach, despite the fact that Waltz & Pollack were not directly influenced by Osgood’s works.³

Waltz & Pollack’s version of the feature-space approach was in its turn a major inspiration for Stephen Gallant, who introduced the term “context vector” to describe the feature-space representations (Gallant, 1991a, 1991b). In Gallant’s algorithm, context vectors were defined by a set of manually derived features, such as “human,” “man,” “machine,” etc. A simplified example of a manually defined context vector, such as those used in Gallant’s algorithm is displayed in Table 3.4. Remnants of the feature space approach is still used in cognitive science, by, e.g., Gärdenfors (2000) under the term *conceptual spaces*.

Several researchers observed that there are inherent drawbacks with the feature-space approach (Ide & Veronis, 1995; Lund & Burgess, 1996). For example, how do we choose appropriate features? The idea with using feature spaces is that they allow us to use a *limited* number of semantic features to describe the full meanings of words. The question is which features should we use, and how can we

³David L. Waltz, personal communication.
define them? Is it even theoretically possible to devise a limited set of semantic (contrastive) features that would exhaustively characterize the entire semantics of a language? How many features are enough, and how do we know when we have reached the sufficient number?

These questions imply that it would be desirable to devise automatic methods to construct feature spaces. One of the earliest examples of such methods comes from Gallant (1991b), who, in addition to the (traditional) feature vectors, used what he called *dynamic* context vectors computed from the contexts in which the words occur. In essence, Gallant’s algorithm can be described as a two-step operation (Gallant, 2000):

1. A context vector is initialized for each word as a normalized random vector.
2. While making several passes through the corpus, the context vectors are changed in a manner resembling Kohonen’s Self-Organizing Maps (Kohonen, 1995) to be more like the context vectors of the surrounding words.

The resulting context vectors were then used for word-sense disambiguation, by comparing them to the manually defined ones (Gallant, 1991b), and for information retrieval, by defining document vectors as the weighted sum of the context vectors of the constituent words (Gallant, 1991a, 2000).

Other early attempts at deriving context vectors automatically from the contexts in which words occur include Wilks et al. (1990), Schütze (1992), Pereira et al. (1993), and Niwa & Nitta (1994). The arguably most influential work from this period comes from Hinrich Schütze (1992, 1993), who builds context vectors (which he calls “term vectors” or “word vectors”) in precisely the manner described in Section 3.1 above: co-occurrence counts are collected in a words-by-words matrix, in which the elements record the number of times two words co-occur within a set window of word tokens. Context vectors are then defined as the rows or the columns of the matrix (the matrix is symmetric, so it does not matter if the rows or the columns are used). A similar approach is described by Qiu & Frei (1993), with the difference that they use a words-by-documents matrix to collect the co-occurrence counts.
3.4 The co-occurrence matrix

The approach pioneered by Schütze and Qiu & Frei has become standard practice for word-space algorithms: data is collected in a matrix of co-occurrence counts, and context vectors are defined as the rows or columns of the matrix. Such a matrix of co-occurrence counts is called a co-occurrence matrix, and is normally denoted by $F$ (for frequency). As we have already seen, the matrix can either be a words-by-words matrix $w \times w$, where $w$ are the word types in the data, or a words-by-documents matrix $w \times d$, where $d$ are the documents in the data. A cell $f_{ij}$ of the co-occurrence matrix records the frequency of occurrence of word $i$ in the context of word $j$ or in document $j$. As the attentive reader will have noticed, we have already seen an example of a words-by-words co-occurrence matrix in Table 3.2.

Those versed in the field of information retrieval will recognize words-by-documents matrices as instantiations of the vector-space model developed by Gerald Salton and colleagues in the 1960s within the framework of the SMART information-retrieval system (Salton & McGill, 1983). In the traditional vector-space model, a cell $f_{ij}$ of matrix $F$ is the weight of term $i$ in document $j$. The weight is usually composed of three components (Robertson & Spärck Jones, 1997):

$$f_{ij} = \text{TF}_{ij} \cdot \text{DF}_i \cdot s_j$$

where $\text{TF}_{ij}$ is some function of the frequency of term $i$ in document $j$ (TF for term frequency), $\text{DF}_i$ is some function of the number of documents term $i$ occurs in (DF for document frequency), and $s_j$ is some normalizing factor, usually dependent on document length ($s$ for scaling).

The point of the first component $\text{TF}_{ij}$ is to indicate how important term $i$ is for document $j$. The idea is that the more often a term occurs in a document, the more likely it is to be important for identifying the document. The observation that frequency is a viable indicator of the quality of index terms originates in the work of Hans Peter Luhn in the late 1950’s (Luhn, 1958).

The second component $\text{DF}_i$ indicates how discriminative term $i$ is. The idea is that terms that occur in few documents are better discriminators than terms that occur in many. The arguably most common version of the document frequency measure is to use the inverse document frequency (IDF), originally established by Karen Spärck Jones (1972), and computed as:

$$\text{IDF} = \log \frac{D}{\text{DF}_i}$$

---

Note that I use “term” instead of “word” here. The reason is that multi-word terms are often used in information retrieval, so it is more natural to speak of “terms” than “words” in this context.
where \( D \) is some constant — usually the total number of documents (or a function thereof) in the document collection.

The third component \( s_j \) is normally a function of the length of document \( j \), and is based on the idea that a term that occurs the same number of times in a short and in a long document should be more important for the short one. That is, we do not want long documents to end up at the top of the ranking list in an information-retrieval system merely because they are long. There are many variations of document-length normalization, ranging from very simple measures that just count the number of tokens in a document (Robertson & Spärck Jones, 1997), to more complex ones, such as pivoted document-length normalization (Singhal et al., 1996).

Most information-retrieval systems in use today implement some version of this type of combinatorial weight, known as the TFIDF family of weighting schemes (Salton & Yang, 1973). This is true also for word-space algorithms that use a words-by-documents co-occurrence matrix. However, word-space algorithms that use a words-by-words co-occurrence matrix normally do not use TFIDF-weights (the exception being Lavelli et al. (2004), who I will return to in Chapter 15).

Words-by-words co-occurrence matrices are instead typically populated by simple frequency counting: if word \( i \) co-occurs 16 times with word \( j \), we enter 16 in the cell \( f_{ij} \) in the words-by-words co-occurrence matrix. The co-occurrences are normally counted within a context window spanning some — usually small — number of words. Remember from Section 3.1 that we used a window consisting of only the immediately preceding word and the immediately succeeding word when populating the matrix in Table 3.2.

Note that if we count co-occurrences symmetrically in both directions within the window, we will end up with a symmetric words-by-words co-occurrence matrix in which the rows equals the columns. However, if we instead count the co-occurrences in only one direction (i.e. the left or right context only), we will end up with a directional words-by-words co-occurrence matrix. In such a directional co-occurrence matrix, the rows and columns contain co-occurrence counts in different directions: if we only count co-occurrences with preceding words within the context window, we will end up with a co-occurrence matrix in which the rows contain left-context co-occurrences, and the columns contain right-context co-occurrences; if we only count co-occurrences with succeeding words within the context window, we will end up with the transpose: the rows contain right-context co-occurrences, while the columns contain left-context co-occurrences. We can refer to the former as a left-directional words-by-words matrix, and to the latter as a right-directional words-by-words matrix.

Table 3.5 demonstrates a right-directional words-by-words co-occurrence matrix for the example data in Section 3.1. Note that the row and column vectors for the words are different. The row vector contains co-occurrence counts with words
that have occurred to the right of the words, while the column vector contains co-occurrence counts with words that have occurred to their left. I will discuss the use of context windows more thoroughly in Section 7.4.

### 3.5 Similarity in mathematical terms

Now that we know how to construct context vectors — we collect data in a co-occurrence matrix and define the rows or columns as context vectors — we may ask what we can use them for? What should we do with the context vectors once we have harvested them?

As I mentioned in Section 3.1, an \( n \)-dimensional vector effectively identifies a location in an \( n \)-dimensional space. However, the locations by themselves are not particularly interesting — knowing that the word “massaman” is located at the coordinates \((31.5, -34.17, -8, -21.67)\) in a real-valued 7-dimensional space does not tell us anything (other than its location in the 7-dimensional space, that is). Rather, it is the relative locations that are interesting — knowing that the words “massaman” and “panaeng” are closer to each other than to the word “norrsken” is precisely the kind of information we are interested in. The principal feature of the geometric metaphor of meaning is not that meanings can be represented as locations in a (semantic) space, but rather that similarity between (the meaning of) words can be expressed in spatial terms, as proximity in (high-dimensional) space. As I pointed out in Chapter 2, the meanings-are-locations metaphor is completely vacuous without the similarity-is-proximity metaphor.

Now, the context vectors do not only allow us to go from distributional information to a geometric representation, but they also make it possible for us to compute (distributional, semantic) proximity between words. Thus, the point of the context

<table>
<thead>
<tr>
<th>Word</th>
<th>Co-occurrences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>thereof</td>
</tr>
<tr>
<td>thereof</td>
<td>0</td>
</tr>
<tr>
<td>one</td>
<td>0</td>
</tr>
<tr>
<td>cannot</td>
<td>0</td>
</tr>
<tr>
<td>speak</td>
<td>0</td>
</tr>
<tr>
<td>thereof</td>
<td>0</td>
</tr>
<tr>
<td>must</td>
<td>0</td>
</tr>
<tr>
<td>be</td>
<td>0</td>
</tr>
<tr>
<td>silent</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.5: Directional words-by-words co-occurrence matrix.
vectors is that they allow us to define (distributional, semantic) similarity between words in terms of vector similarity.

There are many ways to compute the similarity between vectors, and the measures can be divided into similarity measures and distance measures. The difference is that similarity measures produce a high score for similar objects, whereas distance measures produce a low score for the same objects: large similarity equals small distance, and conversely. A similarity measure can therefore be seen as the inverse of a distance measure. Generally, we can transform a distance measure \( \text{dist}(x, y) \) into a similarity measure \( \text{sim}(x, y) \) by simply computing:

\[
\text{sim}(x, y) = \frac{1}{\text{dist}(x, y)}
\]

The arguably simplest vector similarity metric is the scalar (or dot) product between two vectors \( \vec{x} \) and \( \vec{y} \), computed as:

\[
\text{sim}_S(\vec{x}, \vec{y}) = x \cdot y = x_1y_1 + x_2y_2 + \ldots + x_ny_n
\]

Another simple metric is the Euclidian distance, which is measured as:

\[
\text{dist}_E(\vec{x}, \vec{y}) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}
\]

The Euclidean distance is a special case of the general Minkowski metric:

\[
\text{dist}_M(\vec{x}, \vec{y}) = \left( \sum_{i=1}^{n} |x_i - y_i|^N \right)^{\frac{1}{N}}
\]

with \( N = 2 \). If we let \( N = 1 \), we get the City-Block (or Manhattan) metric, and if we let \( N \to \infty \), we get the Chebyshev distance. An illustration (inspired by Chávez & Navarro (2000)) of the differences between a few Minkowski metrics is given in Figure 3.3.
3.5. Similarity in mathematical terms

As Widdows (2004) points out, these measures are not ideal to use for word-space algorithms. The reason is that the scalar product favors frequent words (i.e. words with many and large co-occurrence counts will end up being too similar to most other words), while Minkowski metrics have the opposite problem: frequent words will end up being too far from the other words. A solution to this problem is to factor out the effects of vector length,\footnote{A long vector is a vector with large values. As an example, consider the vectors in Figure 3.2. Vector $\vec{v}_2$ is longer than $\vec{v}_1$ because it has larger values.} which can be done by normalizing the vectors by their length (or norm), given by:

$$\| x \| = \sqrt{x \cdot x}$$

A convenient way to compute normalized vector similarity is to calculate the cosine of the angles between two vectors $\vec{x}$ and $\vec{y}$, defined as:

$$\text{sim}_{\cos}(\vec{x}, \vec{y}) = \frac{x \cdot y}{\| x \| \| y \|} = \frac{\sum_{i=1}^{n} x_i y_i}{\sqrt{\sum_{i=1}^{n} x_i^2} \sqrt{\sum_{i=1}^{n} y_i^2}}$$

Note that the cosine measure corresponds to taking the scalar product of the vectors and then dividing by their norms. The cosine measure is the most frequently utilized similarity metric in word-space research, and the one I will use throughout this dissertation. It is attractive because it provides a fixed measure of similarity — it ranges from 1 for identical vectors, over 0 for orthogonal vectors,\footnote{The word “orthogonal” comes from the Greek words “ortho”, which means right, and “gonia”, which means angle. Thus, orthogonal means being at right angles, just like two streets crossing each other. Formally, two vectors $\vec{x}$ and $\vec{y}$ are orthogonal if their scalar product is zero.} to −1 for vectors pointing in the opposite directions. It is also comparatively efficient to compute (Widdows, 2004).
Chapter 4

Implementing word spaces

“Of course, it’s so simple! Wait, no it’s not. It’s needlessly complicated!”
(Homer Simpson in “The Computer Wore Menace Shoes”)

In the last chapter, I built a bridge between the distributional methodology and the geometric metaphor of meaning. The bridge turned out to be the concept of a context vector, which allows us to go from distributional statistics to a geometric representation. In this chapter, I will discuss a couple of problems with word-space algorithms, and look at how different implementations of the word-space model handle them.

4.1 The problem of very high dimensionality

When writing an algorithm that implements the word-space model, choosing vector similarity metric is not the only design decision we have to make. Another — important — decision is how to handle the potentially very high dimensionality of the context vectors. The problem is that the word-space methodology relies on statistical evidence to construct the word space — if there is not enough data, we will not have the required statistical foundation to build a model of word distributions. At the same time, the co-occurrence matrix will become prohibitively large for any reasonably sized data, which seriously affects the scalability and efficiency of the algorithm. This presents us with the following delicate dilemma: on the one hand, we need as much data as we can get our hands on in order to build a truthful model of language use; on the other hand, we want to use as little data as possible because our algorithms will become computationally prohibitive otherwise.
4.2 The problem of data sparseness

Another potential problem with the word-space methodology is that a majority of the cells in the co-occurrence matrix will be zero. For all co-occurrence matrices used in the experiments reported in Part III, more than 99% of the entries are zero. This is because only a fraction of the co-occurrence events that are possible in the matrix will actually occur, regardless of the size of the data. Only a tiny amount of the words in language are distributionally promiscuous; the vast majority of words only occur in a very limited number of contexts. This phenomenon is well known, and is an example of the general Zipf’s law (Zipf, 1949).

4.3 Dimensionality reduction

The solution to these predicaments is usually spelled *dimensionality reduction*. The point of dimensionality reduction here is to represent high-dimensional data in a low-dimensional space, so that both the dimensionality and sparseness of the data are reduced, while still retaining as much of the original information as possible. In most implementations of word-space algorithms, dimensionality reduction is performed by first collecting the co-occurrence matrix, and then applying some form of dimensionality-reduction technique to it. The result of such an operation is a much denser and lower-dimensional space, in which the dimensions are typically no longer identified with the words or documents in the data.

The arguably simplest form of dimensionality reduction in word-space research is to filter out words and documents based on either linguistic or statistical criteria. Linguistic criteria can consist of, for example, removing documents based on stylistic criteria (Karlgren, 1999), or removing words that belong to certain grammatical classes. This latter approach is more widely known as *part-of-speech* filtering, and normally consists of removing words that belong to closed grammatical classes, since they are assumed to have little or no semantic meaning. An apparent drawback with part-of-speech filtering is that it only removes a very small fraction of the vocabulary; the vast majority of words in language belong to open grammatical classes, so the effect of using part-of-speech filtering as dimensionality reduction is modest at best.

Words can also be filtered out based on statistical criteria, by removing words with unfavorable statistical properties. In the simplest case, this means removing words with very high and very low frequency of occurrence. Note that removing

---

1 *Closed* grammatical classes are classes that very seldom acquire new members. Examples include adpositions, pronouns, conjunctions, and determiners. *Open* grammatical classes, on the other hand, are ever-changing, and constantly drop, replace, and add new members. Examples of such classes are nouns, adjectives, and verbs.
high-frequency words is comparable to using part-of-speech filtering, since words with high frequency tend to belong to closed grammatical classes. More sophisticated statistical criteria includes the TFIDF, and different variants and mixtures of the Poisson distribution (Damerau, 1965; Harter, 1975; Katz, 1996). While statistical filtering typically removes more words than using linguistic criteria, and thus achieves a more distinct dimensionality-reduction effect, it also tends to remove a fair amount of words that belong to the open grammatical classes. The problem with this is that it becomes more or less arbitrary which words are excluded.

4.4 Latent Semantic Analysis

A radically different approach to dimensionality reduction is exemplified by the incomparably most renowned word-space implementation: Latent Semantic Analysis (LSA) (Landauer & Dumais, 1997). LSA was developed under the name Latent Semantic Indexing (LSI) (Dumais et al., 1988; Deerwester et al., 1990) in the late 1980s as an extension to the traditional vector-space model in information retrieval. The terms LSI and LSA have since come to be used more or less synonymously in the literature, but whereas “LSI” is used primarily in the context of information retrieval, “LSA” is used for the more general application of these ideas. I thus use “LSA” in this dissertation.

The development of LSA was motivated by the inability of the vector-space model to handle synonymy — a query about “boats” will not retrieve documents about “ships” in the standard vector-space model. LSA solves this problem by reducing the original high-dimensional vector space into a much smaller space (but still relatively large; usually a few hundred dimensions), in which the original dimensions that represented words and documents have been condensed into a smaller set of “latent” dimensions that collapses words and documents with similar context vectors. This alleviates the problem with synonymy when retrieval is performed in the reduced space.

The dimensionality reduction is accomplished by using a statistical dimensionality-reduction technique called Singular Value Decomposition (SVD). The mathematical details of SVD need not concern us here (but see, for example, Berry et al., 2005). The Poisson distribution is a discrete probability distribution that can be used to describe the distributional behavior of function words (i.e. words belonging to the closed grammatical classes). Formally, the probability that a function word $w$ will occur exactly $k$ times in a text is given by $P_w(k) = e^{-\lambda_w} \frac{\lambda_w^k}{k!}$ where the parameter $\lambda_w$ is the average number of occurrences of $w$ per text: $\lambda_w = \frac{f}{T}$ where $f$ is the total number of occurrences of $w$ in the collection, and $T$ is the total number of texts in the collection.

Susan Dumais and Thomas Landauer, personal communication. Apparently, the patent for the original application of an information-retrieval system based on these ideas refers to it as “LSA.”
al. (1995) for more details); for the present study it is sufficient to note that SVD is a matrix factorization technique that decomposes, or factorizes, the original matrix into several (three when using SVD) smaller matrices, which can be multiplied to reproduce the original one. These smaller matrices contain the linearly independent factors of the original matrix (in the case of SVD, they are called “singular vectors” and “singular values”). If the smallest factors are disregarded when multiplying the smaller matrices, the result will be an approximation of the original co-occurrence matrix. This process is called truncated SVD, and is the favored dimensionality-reduction method in LSA.

The applicability of LSA for information retrieval is well documented (Deerwester et al., 1990; Dumais, 1993; Dumais et al., 1997; Jiang & Littman, 2000). The rationale for using SVD in an information-retrieval setting is obvious: words with similar co-occurrence patterns are grouped together, alleviating problems with synonymy, and allowing for the retrieval of documents that need not contain any of the query words. However, one may ask what the benefit of using SVD for the word-space model would be (in addition to the purely computational advantages of dimensionality reduction)?

One of the arguments for using SVD when constructing the word space is that the resulting reduced space not only contains “surface” co-occurrence relations (i.e. those contained in the original words-by-documents matrix), but, supposedly, also latent relations that reflect higher-order co-occurrences. Thus, the argument goes, when using truncated SVD to restructure the data, the word space will not only group together words that properly co-occur in a document, but also words that occur in similar contexts (Landauer et al., 1998). The intended effect is that the truncated SVD induces relations between rows (or between columns) that are similar to the same other rows (or columns) in the original co-occurrence matrix.

---

4Factorization is a mathematical process where an object is decomposed into the product of other objects, called factors. Thus, a matrix factorization is the right side of the equation $F = M_1M_2 \ldots M_m$.

5Linear independence means that none of a set of vectors can be written as a linear combination of the other vectors. As an example, the vectors $(0,0,1)$, $(0,1,0)$ and $(1,0,0)$ are linearly independent, while the vectors $(1,0,0)$, $(0,0,1)$ and $(1,0,1)$ are not, since the third of these last vectors can be written as a combination of the other two.

6It is interesting to note that Osgood and colleagues already in 1957 (Osgood et al., 1957) — roughly 30 years before the advent of LSA — mentioned the use of factor analysis to uncover orthogonal dimensions in the semantic space.

7It should be noted that there are critical voices as well. For example, Isbell & Viola (1998) demonstrate experimentally that truncated SVD generates an approximation that is sub-optimal with regard to a given information-retrieval problem, and Husbands et al. (2001) observe that LSA performs sub-optimally on the sizeable TREC collection. Dumais (2004) notes that “the reasons for the inconsistent performance of LSA are not clear and require further research.” Perhaps one of the reasons for this lack of clarity is a dearth of understanding of the semantic properties of the word-space representations?
As an example, if $w_1$ and $w_2$ never occur in the same documents, but sometimes in the same documents as $w_3$, they will get similar vectors after the application of truncated SVD.

To summarize, LSA uses

- a words-by-documents matrix;
- entropy-based weighting of the co-occurrences, e.g. according to the formula (Dumais, 1993):
  \[
  f_{ij} = (\log(\text{TF}_{ij}) + 1) \times (1 - \left( \sum_j p_{ij} \log p_{ij} \log D \right))
  \]
  where $D$ is the total number of documents in the collection, $p_{ij} = \frac{\text{TF}_{ij}}{f_i}$ and $f_i$ is the frequency of term $i$ in the whole document collection;
- truncated SVD to reduce and to restructure its dimensionality;
- the cosine measure to compute vector similarities.

### 4.5 Hyperspace Analogue to Language

An inherently different word-space implementation is the Hyperspace Analogue to Language (HAL) (Lund et al., 1995), which, in contrast to LSA, was developed specifically for word-space research, and was explicitly influenced by Schütze’s paper from 1992.

HAL uses a words-by-words co-occurrence matrix, which is populated by counting word co-occurrences within a directional context window 10 words wide. The co-occurrences are weighted with the distance between the words, so that words that occur next to each other get the highest weight, and words that occur on opposite sides of the context window get the lowest weight. The result of this operation is a directional co-occurrence matrix in which the rows and the columns represent co-occurrence counts in different directions. We have already seen an example of such a directional co-occurrence matrix in Table 3.5 in the previous chapter.

Each row-column pair (i.e. the left and right-context co-occurrences) is then concatenated to produce a very-high-dimensional context vector, which has a dimensionality two times the size of the vocabulary. If such very-high-dimensional vectors prove to be too costly to handle, HAL reduces their dimensionality by computing the variances of the row and column vectors for each word, and discarding the elements with lowest variance, leaving only the 100 to 200 most variant vector elements. It should be noted that this dimensionality-reduction step is not
essential to HAL; it is only used whenever computational efficiency becomes an issue (Burgess et al., 1998). Thus, HAL uses

- a directional words-by-words matrix;
- distance weighting of the co-occurrences;
- concatenation of row–column pairs;
- if necessary: discarding low-variant dimensions;
- normalization of the vectors to unit length;
- a Minkowski metric to compute vector similarities.

### 4.6 Random Indexing

Yet another inherently different word-space implementation is Random Indexing (RI) (Kanerva et al., 2000; Karlgren & Sahlgren, 2001; Sahlgren, 2005), which was developed at the Swedish Institute of Computer Science (SICS) based on Pentti Kanerva’s work on sparse distributed memory (Kanerva, 1988). RI is motivated first and foremost by the problem of high dimensionality in other word-space implementations. As we have seen, while dimensionality reduction does make the resulting lower-dimensional context vectors easier to compute with, it does not solve the problem of initially having to collect a potentially huge co-occurrence matrix. Even implementations that use powerful dimensionality reduction, such as SVD, need to initially collect the words-by-documents or words-by-words co-occurrence matrix. RI targets the problem at its source, and removes the need for the huge co-occurrence matrix.

Furthermore, RI represents a novel way of conceptualizing the construction of context vectors. Instead of first collecting co-occurrences in a co-occurrence matrix and then extracting context vectors from it, RI incrementally accumulates context vectors, which can then, if needed, be assembled into a co-occurrence matrix. This methodology can be used to assemble both a words-by-documents and a words-by-words co-occurrence matrix. The ability to use both types of contexts is another thing that makes RI unique in word-space research.

RI accumulates context vectors in a two-step operation:

1. Each context (i.e. each document or each word type) in the text is assigned a unique and randomly generated representation called an index vector. In RI, these index vectors are sparse, high-dimensional, and ternary, which means that their dimensionality $r$ is on the order of thousands, and that they consist
of a small number ($\epsilon$) of randomly distributed non-zero elements (as many $+1$s as $-1$s). Each word also has an initially empty context vector of the same dimensionality $r$ as the index vectors.

2. The context vectors are then accumulated by advancing through the text one word token at a time, and adding the context’s (the surrounding word types’ or the current document’s) $r$-dimensional index vector(s) to the word’s $r$-dimensional context vector. When the entire data has been processed, the $r$-dimensional context vectors are effectively the sum of the words’ contexts.

If we then want to construct the equivalent of a co-occurrence matrix, we can simply collect the $r$-dimensional context vectors into a matrix of order $w \times r$, where $w$ (as before) is the number of unique word types, and $r$ is the chosen dimensionality of the vectors. Note that the dimensions in the RI vectors are randomly chosen, and thus do not represent any kind of context (which is the case in the original co-occurrence matrix) — they constitute a *distributed* representation. Furthermore, $r$ is chosen to be much smaller than the size of the vocabulary and the number of documents in the data, which means that RI will accumulate (roughly) the same information in the $w \times r$ matrix as other word-space implementations collect in the $w \times w$ or $w \times d$ co-occurrence matrices, but that $r \ll d, w$.

The methodology described above can also be used to produce a words-by-words or a words-by-documents co-occurrence matrix by using unary index vectors of the same dimensionality $n$ as the number of contexts. These unary index vectors have a single 1 in a different position for each context. Mathematically, these $n$-dimensional unary vectors are orthogonal, whereas the $r$-dimensional random index vectors are only nearly orthogonal. This near-orthogonality of the random index vectors is the key to the RI methodology. Since there are many more nearly orthogonal than truly orthogonal directions in a high-dimensional space (Kaski, 1999), choosing random directions — as we do when generating the index vectors — can get us very close to orthogonality. This means that the $r$-dimensional random index vectors can be seen as approximations of the $n$-dimensional unary vectors. Consequently, the $r$-dimensional context vectors produced by RI can be interpreted as approximations, in the sense that their mutual similarities are (nearly) equal, of the $n$-dimensional context vectors extracted from the co-occurrence matrix.

The near-orthogonality of random directions in high-dimensional spaces is exploited by a number of dimensionality-reduction techniques that includes methods such as Random Projection (Papadimitriou et al., 1998), Random Mapping (Kaski,

---

8As an example, imagine we want to assemble context vectors equivalent to those in a words-by-words co-occurrence matrix. Also imagine we have 1 000 word types in our data. Then the first word type would have a 1 000-dimensional index vector with a single 1 in the first position, the second word type would have a single 1 in the second position, and so on.
1999), and Random Indexing. These methods rest on the same insight — the
Johnson–Lindenstrauss lemma (Johnson & Lindenstrauss, 1984), which states that
if we project points in a vector space into a randomly selected subspace of suffi-
ciently high dimensionality, the distances between the points are approximately
preserved. Thus, the dimensionality of a given matrix $F$ can be reduced to $F'$ by
multiplying it with (or projecting it through) a random matrix $R$:

$$F'_{w \times r} = F_{w \times d}R_{d \times r}$$

Obviously, the choice of the random matrix $R$ is an important design decision
for dimensionality-reduction techniques that rely on the Johnson–Lindenstrauss
lemma. As we saw above, if the $d$ random vectors in matrix $R$ are orthogonal, so
that $R^TR = I$, then $F' = F$. If the random vectors are nearly orthogonal, then
$F' \approx F$ in terms of the similarity of their rows. RI uses the following distribution
for the elements of the random index vectors:

$$r_{ij} = \begin{cases} 
+1 & \text{with probability } \frac{\epsilon^2}{r} \\
0 & \text{with probability } \frac{r - \epsilon}{r} \\
-1 & \text{with probability } \frac{\epsilon^2}{r}
\end{cases}$$

where $r$ is the dimensionality of the vectors, and $\epsilon$ is the number of non-zero
elements in the random index vectors.

To sum up this section, RI is unique in the following four ways:

1. It is incremental, which means that the context vectors can be used for sim-
ilarity computations even after just a few examples have been encountered.
By contrast, other word-space implementations, by and large, require the en-
tire data to be sampled and represented in the co-occurrence matrix before
similarity computations can be performed.

2. It uses fixed dimensionality, which means that new data do not increase the
dimensionality of the vectors. Increasing dimensionality can lead to signifi-
cant scalability problems in other word-space implementations.

3. It uses implicit dimensionality reduction, since the fixed dimensionality is
much lower than the number of contexts in the data. This leads to a signifi-
cant gain in processing time and memory consumption as compared to word-
space implementations that employ computationally expensive dimension-
ality-reduction techniques. As an example, the complexity of computing an
SVD is on the order of $O(wzd)$ (under the assumption that the data are
sparse), where $w$ is the size of the vocabulary, $d$ is the number of docu-
ments, and $z$ is the number of non-zero elements per column (Papadimitriou
et al., 1998). Performing a random projection of the original (sparse) data — i.e. forming a $w \times r$ random matrix and projecting the original $w \times d$ matrix through it — is $O(zrw)$ (Papadimitriou et al., 1998; Bingham & Mannila, 2001), where $r$ is the dimensionality of the vectors. By contrast, producing context vectors with RI is only $O(wr)$, since the method is not reliant on the initial construction of the co-occurrence matrix.

4. It is comparably robust with regards to the choice of parameters. Other word-space implementations, such as LSA, are very sensitive to the choice of dimensionality for the reduced space. For RI, the choice of dimensionality is a trade-off between efficiency and performance (random projection techniques perform better the closer the dimensionality of the vectors is to the number of contexts in the data (Kaski, 1999; Bingham & Mannila, 2001)). In previous experiments, we have shown that the performance of RI reaches a stable level when the dimensionality of the vectors become sufficiently large (Sahlgren & Cöster, 2004; Sahlgren & Karlgren, 2005a).
Part II

Setting the scene
Chapter 5

Evaluating word spaces

“I typed ‘pathetic clown’ into a search engine, and your name popped right up!”
(Small girl to Krusty the Clown in “Insane Clown Poppy”)

In the two previous chapters, I explained how to build a word space. I first introduced the general word-space algorithms, and the central notion of a context vector. I then discussed a couple of problems with the word-space methodology, and identified dimensionality reduction as the solution to these problems. I also reviewed three inherently different implementations of the word-space model: LSA, HAL and RI.

Now, imagine that we have produced a word space by using any of the implementations described in the previous chapter. How can we determine whether it is a good word space? How can we evaluate it? Do we even know what it is we should evaluate? The notion of evaluation is the subject matter of this chapter.

5.1 Reliability

As we saw in Chapter 4, a central concern in word-space research is how to go from the original context space to a reduced, more compact, representation. We saw that dimensionality reduction can be performed in a number of different ways, and that it typically involves a number of parameters that have to be optimized in order to arrive at a feasible approximation. We also saw that the implementations differ with regards to which weighting scheme, which type of context, and which similarity metric they use. Obviously, each of these factors influence the performance of the resulting word space, so parameter optimization is a main focus in word-space evaluations. This typically means optimizing the mentioned factors with regards to the performance of the word space in some specific experiment.
The overall important property of such experiments is reliability, and concerns the question how consistent the experiment is. Does it produce roughly the same result when repeated, or is there a large variation in the results? As an example, consider an IQ test in which a test subject’s results fluctuates between moronic and genius level. Would we say that such a test is useful? Probably not. It is difficult, if not impossible, to draw any conclusions from comparisons using a test whose results are inherently inconsistent.

In the following sections, I provide a brief overview over the most common evaluation schemes in current word-space research. I begin with a somewhat terse presentation of my own previous experiments (Sections 5.2 through 5.4), before turning to a very brief and simplified summary of other evaluations of word spaces (Section 5.5).

5.2 Bilingual lexicon acquisition

In Sahlgren (2004) and Sahlgren & Karlsgren (2005a), we used RI to acquire bilingual lexica from aligned parallel data. This was done by first assigning one index vector to each alignment in the parallelized bilingual data. In our experiments, we used document-aligned data. This means that the corresponding documents (i.e. the alignments) in both languages were represented by the same index vector. Context vectors were then produced by adding a document’s index vector to the context vector for a word every time the word occurred in that document. The result was that if two words in opposite languages occurred in exactly the same aligned documents, their context vectors became identical. By the same token, if two words in opposite languages occurred in mostly the same aligned documents, their context vectors became similar.

We could then extract the $h$ most similar words in the opposite language to any word in the data. This was done by computing the similarity between the context vector of a given word, and the context vectors of all words in the opposite language. By discarding all but the $h$ words whose context vectors were most similar to that of the given word in the other language, we effectively compiled a bilingual lexicon.

We applied this methodology to English–German and Swedish–Spanish parallel data, and evaluated the resulting bilingual lexica by comparing them to online lexical resources. For every word in our data that was also found in the online lexical resources, we counted the number of words that were listed as translations in both the acquired bilingual lexica and in the online lexical resource. Around 60% of the translations in the acquired bilingual lexica were also listed in the online lexical resources. This result reflected the need for linguistic preprocessing, and

\footnote{Plausible translations were rejected because of morphological and orthographical variation.}
the importance of using topically compatible data and lexica. More than anything, these experiments demonstrated the need for devising more pertinent evaluation methodologies for word-space research.

5.3 Query expansion

In a number of experiments (Sahlgren & Karlgren, 2002; Sahlgren et al., 2003, 2002; Karlgren, Sahlgren, Järvinen, & Côster, 2005; Karlgren, Sahlgren, & Côster, 2005), we have used RI for both monolingual and bilingual query expansion, for bilingual query translation, and for monolingual query-word selection.

Query expansion is the adding of words to a query in order to improve its recall or precision (depending on how the added words are used by the retrieval engine). When using word-space methodology for this purpose, we first select a number of query words. Then, for each query word, we extract the $h$ most similar words (possibly in another language) from the word space, and add these words to the query. When using word-space methodology for query translation, we use a bilingual word space produced from parallel data, as described in Section 5.2 above. For each query word, we then extract only the most similar word in the other language, and use this as translation. Finally, we use the word-space methodology for query-word selection by first selecting a small number of salient query words, and then adding words to the query based on how similar their context vectors are to the context vectors of the selected query words.

We have used word-space methodology in monolingual settings for query expansion in Swedish, French, and Italian (Sahlgren et al., 2003), and also for French query word selection (Karlgren, Sahlgren, & Côster, 2005). In bilingual settings, we have used word-space methodology for query expansion and query translation using French–English and Swedish–English (Sahlgren & Karlgren, 2002), English–Japanese (Sahlgren et al., 2002), and Swedish–French (Karlgren, Sahlgren, Järvinen, & Côster, 2005) data. The results have ranged from “reasonably good” (Karlgren, Sahlgren, Järvinen, & Côster, 2005; Karlgren, Sahlgren, & Côster, 2005), over “decidedly mixed” (Sahlgren & Karlgren, 2002; Sahlgren et al., 2003) to “downright catastrophic” (Sahlgren et al., 2002). However, the performance bottleneck has not so much been the word-space methodology, as it has been an effect of poor linguistic preprocessing and failure to properly tune the baseline retrieval engines.

The admittedly mixed results in using word spaces for query expansion clearly

\[^2\text{Information-retrieval systems are sensitive to a number of factors, including morphological variation, compounding phenomena, and the scoring function used by the retrieval engine. In some of the mentioned experiments, we did not handle these factors, and did not optimize the scoring function. Such neglects gravely affect the retrieval performance.}\]
demonstrate that we have yet to understand how to properly utilize the word-space methodology in information-access applications. I submit the hypothesis that this impasse is due to the fact that we do not (yet) have a clear picture of what kind of semantic information is captured by the word-space model.

5.4 Text categorization

Text categorization is the task of assigning a given text to one or more of a set of predefined categories. In Sahlgren & Cöster (2004), we used word-space representations — what we called bag-of-concepts (BoC) — to improve the performance of a Support Vector Machine (SVM) (Vapnik, 1995) classifier.

The idea was to represent documents in the Reuters-21578 test collection, not as the sum of the words in the documents as is normally done, but as the sum of the context vectors of the words in the documents. We then used the resulting tfidf-weighted vectors as input to the SVM classifier. The categorization results were compared to those reached using standard bag-of-words (BoW) representations. The results were that the BoW reached a slightly better result than the BoC over all 90 categories (82.77% vs. 82.29%), but the situation was reversed when only counting the ten largest categories (88.09% vs. 88.74%). We also demonstrated how the performance could be improved from 82.77% to 83.91% over all 90 categories, and from 88.74% to 88.99% over the ten largest categories, by combining the BoW and BoC representations.

Although this experiment showed that the performance of an SVM classifier can be improved by using word-space representations, it is difficult to determine the reason for this improvement. We would of course like to believe that the reason is the added semantic content of the BoC representations, but it could just as well be a purely statistical effect due to the denser nature of the BoC vectors. This kind of experiment simply involves too many factors to allow us to audibly single out the reason for the impact of the word-space representations.

5.5 Compacting 15 years of research

It would neither make much sense, nor be practically feasible, to review every single evaluation of word spaces from the last 15 years. Instead, I will summarize the last 15 years of word-space evaluation by identifying five main evaluation schemes.\footnote{Bag-of-words refers to a representation of a text in which all syntactic and grammatical structure has been discarded, and only the mere word tokens are retained. Sort of like pouring all the words in a text into a bag, and then shaking it.}
5.5. Compacting 15 years of research

• **Information retrieval** (Deerwester et al., 1988, 1990; Gallant, 1991a; Dumais, 1993; Caid et al., 1995; Schütze & Pedersen, 1995; Dumais et al., 1997; Schütze & Pedersen, 1997; Jiang & Littman, 2000). These tests normally use an information-retrieval test collection, and compare the performance of a search engine using standard bag-of-words representations, and the word-space representations. As I explained in Section 4.4, the idea is that the word-space representations can be used to alleviate problems with synonymy in the retrieval phase.

• **Synonym tests** (Landauer & Dumais, 1997; Levy et al., 1998; Karlgren & Sahlgren, 2001; Turney, 2001; Rapp, 2003). These tests are normally designed as multiple-choice tests, in which the task is to select the synonym to a given word out of a number of provided alternatives. When using the word-space model to solve this task, vector similarities between the context vector of the alternatives and the context vector of the given word are computed, and the most similar alternative is chosen as synonym. I will discuss this kind of evaluation scheme thoroughly in Chapter 12.

• **Word-sense disambiguation** (Gallant, 1991b; Schütze, 1992, 1993, 1998). In these evaluations, disambiguated data is used to build context vectors for each of the different senses of a word. These “sense vectors” are then used for disambiguation by comparing them to “occurrence vectors” produced for each unique occurrence of an ambiguous word. The sense whose sense vector is most similar to the occurrence vector is chosen as the sense for that occurrence.

• **Lexical priming data** (Lund et al., 1995; Lund & Burgess, 1996; McDonald & Lowe, 1998; Lowe, 2000). The idea here is to compare distances between context vectors in word space to reaction times collected in lexical decision tasks. In such tasks, human subjects are asked to decide, as quickly as possible, whether a given string of letters is a word or not. The decision is facilitated when the subjects are exposed to a semantically related word (called a *prime*) before the decision is made. In psychology, lexical priming effects are seen as evidence for the strength between concepts in human semantic memory. In word-space research, a high correlation between distances in word space and the reaction times is taken to indicate that the word space approximates human semantic memory.

• **Knowledge assessment** (Wolfe et al., 1998; Rehder et al., 1998). The general idea when using word spaces for knowledge assessment is to produce text vectors by summing the context vectors of the constituent words, and then using these text vectors to compute similarity between a “target” text
and a test text on some subject. This general methodology can be used for a number of knowledge-assessment tasks. For example, student essays can be automatically graded by comparing them to “gold standard” texts written by experts, to capture a student’s level of background knowledge on some subject, or to match students with appropriate instructional texts.

5.6 Rethinking evaluation: validity

Having reviewed the most common evaluation schemes in word-space research, we can note that many of them are not so much evaluations as applications of word spaces. In many of these experiments, it is not primarily the semantic properties of the word space that is in focus, but rather the question whether the word space can be used for some particular application. Even if parameter optimization is an integral part of such experiments, they do not focus on how the parameters influence the semantic properties of the word spaces.

Optimizing the performance of the word-space model with regards to some particular task is not the focus of interest here. Rather, it is the question whether the word-space model constitutes a viable computational model of meaning that is the focus of interest in this dissertation. In what sense is it meaning we acquire and represent in the word space, and which parameters determine this information? Evaluating whether, and in what way, the word space is a viable model of meaning requires not only reliable tests, but valid ones.

Validity addresses the question whether the test measures what it is supposed to measure. Again, consider the IQ test: does that test really measure intelligence, or is it something else that we measure when using it? Without venturing into this highly explosive territory, we can at least maintain that the validity of the IQ test has been subject to much heated debate.

So how do we measure the semantic proficiency of the word-space model? How do we decide if a given word space is a viable representation of meaning? Consider the evaluation schemes mentioned above: do they measure this? Surely, some of them do, to some extent. But none of them licenses the conclusion that a word space is a pertinent representation of all aspects of meaning. Of course, it would not make much sense to claim that our tests should measure meaning in general, since we obviously cannot (or at least thus far have successfully avoided to) provide a definite answer to the question what meaning is.

The inability (or hesitation) to define “meaning” is the source of the problem with defining pertinent evaluation methodologies for measuring the semantic proficiency of the word-space model. If we want to measure meaning, we have better first provide a theory of what meaning is, since it is hopelessly futile to try to measure something without knowing what to measure. Note that the distributional
hypothesis is not a theory of meaning: it is a discovery procedure for excavating meaning similarities, and it does not make any ontological commitments about the nature of meaning. What we have is a theory of representation and a theory of acquisition, but we have no theory of meaning.

The lesson in this chapter is that we should be very cautious with making claims about the semantic nature of the word-space representations based solely on empirical evidence. Unless we can base our claims on a theory of meaning, such interpretations require a considerable leap of faith. The point is that there can be no evidence unless there is a case: if we do not have a hypothesis, we have nothing to verify.
Chapter 6

Rethinking the distributional hypothesis

“This can’t be what it looks like! There’s gotta be some other explanation.”
(Bart Simpson in “Bart of Darkness”)

The last chapter concluded that we need a theory of meaning in order to determine whether the word-space model is a viable computational model of meaning. Now, the distributional hypothesis, as motivated by the works of Zellig Harris, is a strong methodological claim with a weak semantic foundation. It states that differences of meaning correlate with differences of distribution, but it neither specifies what kind of distributional information we should look for, nor what kind of meaning differences it mediates. This does not necessarily mean that the use of the distributional methodology as discovery procedure in the word-space model is not well motivated by Harris’ distributional approach. On the contrary, it is; but if we want to uncover the nature of the differences, we need to thoroughly understand the differential view on meaning.

6.1 The origin of differences: Saussure

The differential view on meaning that Harris assumes in his distributional methodology does not originate in his theories. Rather, it is a consequence of his theoretical ancestry. Although Harris’ primary source of inspiration was American structuralist Leonard Bloomfield, the origin of the differential view on meaning goes back even further, to Swiss linguist Ferdinand de Saussure. Saussure (1857–1913) was one of the fathers of modern linguistics, and an important inspiration for the Bloomfieldian structuralism that developed into the distributional paradigm.
Saussure’s posthumously published collection of lecture notes — *Cours de linguistique générale* — is widely regarded as one of the most influential works throughout the history of linguistics. It was his ideas that established the structural study of language, and gave rise to the sciences of structuralism and semiotics.

It should be noted that Saussure himself never used the term “structuralism” in the *Cours de linguistique générale*.

Saussure-exegesis is complicated by the fact that the primary source of information (the *Cours*) consists of a collection of lecture notes that have been edited and published posthumously. Attributing a view to the Saussure of the *Cours* is not the same thing as attributing a view to the putative theorist behind the actual lectures. I am well aware of this concern. When I speak of Saussure, I speak of the ideas presented in the *Cours*, and of the structuralism they gave rise to.

Saussure saw language as a system of signs, where a sign is an inseparable dichotomy between a *signifier* and a *signified*. The signifier is an “image acoustique” (normally translated as “sound image” or “sound pattern”), which should be understood as the psychological impression of the sound, and not as an actual physical sound. The signified is the psychological concept related to the sound impression. The dyadic nature of the sign is depicted in Figure 6.1.

![Figure 6.1: The Saussurian sign.](image)

The relation between signifier and signified is purely arbitrary, in the sense that there is no natural or internal connection between the concept and the sound impression. As an example, nothing in the sequence /dog/ (or, to prove the point, /hund/ in Swedish, /gōu/ in Mandarin, or /zwala/ in Chechen) motivates the concept of a dog, and vice versa. The arbitrariness of the sign is a very important principle in structuralist theory, since it guarantees that no extralinguistic factors influence the constitution of signs. Without it, structuralism could never succeed.

An unfortunate side effect of the arbitrariness principle is that it makes it seem as if we all could have different concepts associated with different sound impressions. If nothing in the sequence /dog/ determines what concepts I connect with it, then there is nothing that guarantees that my concept of a dog is not the same as your concept of a cat. This is a notorious philosophical nightmare that

---

1 In fact, as Harris (2001) points out, the term “structure” only occurs three times in the *Cours*, and never in a structuralist sense.
would render communication extremely difficult, if not impossible. Saussure has an ingenious solution to this potential problem.

According to Saussure (1916/1983), the association between signifier and signified can only be established by a linguistic community as a matter of *convention*:

...the arbitrary nature of the sign enables us to understand more easily why it needs social activity to create a linguistic system. (p.157/111)

Even though Saussure saw language as an essentially *social* phenomenon, he was not interested in questions about its social foundation, and about *how* the association between signifier and signified gets established by the linguistic community. Such questions, he argued, belong to the field of *diachronic* linguistics, while he was mainly concerned with *synchronic* linguistics. Once the connection between signifier and signified has been fixed by convention, the sign finds its role within the language system. It is then up to the structuralist to describe how the sign *functions* within the language system.

The structuralist is only interested in the *structure* of language (hence the term “structuralism”), and not in the actual *use* of language. Saussure believed that the object of study for linguistics should be the abstract principles of language as a system, referred to as *langue* (in English “language”), since they are constitutive for any individual utterance, referred to as *parole* (in English “speech”). Saussure illustrated the idea using chess as an analogy. Chess is defined by the rules of the game together with the pieces and the board. Individual moves and actual games of chess are only interesting to the participants, and are not essential to (and may even obscure) the definition of the game. In the same manner, individual utterances are certainly interesting to the language users, but are not essential for (and may even obscure) the description of the language system.

To continue the chess analogy, the individual pieces of the game are identified by their functional differences; the king moves one step at a time in any direction, while bishops move diagonally as many steps as desired. Similarly in la langue, signs are identified by their functional differences. Saussure uses the term *valeur* (in English “value”) to describe the function of a sign. This is arguably the most important concept in structuralist theory, since it is a sign’s valeur that defines its role within the language system. Valeurs are defined purely differentially, so that a sign has a valeur only by virtue of being *different* from the other signs. Such a differential view on the functional distinctiveness of linguistic elements highlights the importance of the system as a whole, since differences (i.e. valeurs) cannot exist in isolation from the system itself. A single isolated sign cannot enter into difference relations, since there are no other signs to differ from. In this view, the system itself becomes an interplay of functional differences:

---

2Diachronic (or historical) linguistics studies language over a large period of time, while synchronic linguistics studies language at a given point in time.
In the language itself, there are only differences. (Saussure, 1916/1983, p.166/118)

### 6.2 Syntagma and paradigm

The concept of valeur corresponds to the idea of a thoroughly linguistic aspect of meaning. Consider the difference between the French word “mouton” and the English word “sheep.” These words may be said to have the same extralinguistic (i.e. referential) meaning, but they do not have the same valeur, since English makes a distinction between “mutton” and “sheep” that is not available in French. Thus, the functional differences between the signs within la langue is the key to the idea of linguistic meaning, and Saussure divides these functional differences into two kinds: **syntagmatic** and **paradigmatic** relations.

Syntagmatic relations concern positioning, and relate entities that co-occur in the text; it is a relation *in praesentia*. This relation is a linear one, and applies to linguistic entities that occur in sequential combinations. One example is words that occur in a sequence, as in a normal sentence like “I am hungry.” Syntagmatic relations are combinatorial relations, which means that words that enter into such relations can be combined with each other. A **syntagm** is such an ordered combination of linguistic entities. For example, written words are syntagms of letters, sentences are syntagms of words, and paragraphs are syntagms of sentences.

Paradigmatic relations, on the other hand, concern substitution, and relates entities that do not co-occur in the text; it is a relation *in absentia*. Paradigmatic relations hold between linguistic entities that occur in the same context but not at the same time, like the words “hungry” and “thirsty” in the sentence “I am [hungry|thirsty]”. Paradigmatic relations are substitutional relations, which means that linguistic entities have a paradigmatic relation when the choice of one excludes the choice of another. A **paradigm** is thus a set of such substitutable entities.

The syntagmatic and paradigmatic relations are usually depicted as orthogonal axes in a 2-dimensional grid:

---

3The word “syntagmatic” (French “syntagmatique”) comes from the Greek word “suntagmatikos,” which means arranged, or put in order. The word “paradigmatic” (French “paradigmatique”) comes from the Greek word “paradigmaticos,” which means serving as a model, from the Greek word “paradigma,” which means example. It should be noted that Saussure himself never used the word “paradigmatique.” According to Harris (2001), it was Hjelmslev who coined the term *paradigmatic relations* as a substitute for Saussure’s “rapports associatifs.” I use the term “paradigmatic” because it is now the accepted term in structuralist theory.
6.3 A Saussurian refinement

The Saussurian notion of valeur as functional difference along the syntagmatic and paradigmatic axes is the origin of the differential view on meaning so prevalent in structuralist theories. Although Harris was arguably more directly influenced by the works of Bloomfield than of Saussure, the latter’s structuralist legacy is foundational for both Bloomfield’s and Harris’ theories, and the differential view on meaning is decidedly foundational for the distributional hypothesis. Armed with this new-found theoretical insight and terminology, we may answer the questions from the beginning of this chapter: what kind of distributional information should we look for, and what kind of meaning differences does it mediate?

A Saussurian refinement of the distributional hypothesis not only clarifies the semantic pretensions of the word-space model, but it also elucidates the distributional methodology. As we have seen in this chapter, words have a syntagmatic relation if they co-occur, and a paradigmatic relation if they share neighbors. Thus, we should be able to populate the word-space model with syntagmatic relations if we collect information about which words tend to co-occur, and with paradigmatic relations if we collect information about which words tend to share neighbors. Instead of talking about unqualified semantic similarities mediated by unspecified distributional patterns, we can now state concisely that:

The refined distributional hypothesis: A word-space model accumulated from co-occurrence information contains syntagmatic relations between words, while a word-space model accumulated from information about shared neighbors contains paradigmatic relations between words.
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Syntagmatic and paradigmatic uses of context

“Each letter is as important as the one that preceded it. Maybe more important! No, as important.”

(Homer Simpson in “Homer to the Max”)

In the last chapter, I excavated the origin of the differential view on meaning, and used the structuralist dichotomy of syntagmatic and paradigmatic relations to refine the distributional hypothesis. A consequence of the reformulation is that it becomes clear that the semantic properties of the word space is determined by the choice of context. This might seem as a trivial statement, but the fact is that very few studies have investigated the effects of using different contexts to generate word spaces. The other word-space parameters, on the other hand, have been meticulously scrutinized. Examples include Nakov et al. (2001), who studied the effects of using different weighting schemes in LSA; Bingham and Mannila (2001), who investigated the effects of using different dimensionality-reduction techniques; and Weeds et al. (2004), who studied the effects of using different similarity measures for computing distributional similarity. By contrast, the impact of using different types of context has been severely neglected. The only previous investigation of the impact of different contexts on the word-space model that I am aware of is by Lavelli et al. (2004), to which I will return in Chapter 15. Out of all the word-space parameters, the choice of context is by far the least studied one.

This is highly remarkable for at least two reasons. Firstly, different word-space algorithms and implementations use different notions of context to assemble the context vectors. As we saw in Chapter 4, LSA uses a words-by-documents matrix, HAL uses a directional words-by-words matrix, and RI can be used to approximate both of these representations. Despite their different uses of context, most word-space implementations claim to arrive at the same kind of meaning representations.
Secondly, it follows from the theoretical analysis of the foundations of the distribu-
tional hypothesis in the last chapter that syntagmatic and paradigmatic relations
between words should be discoverable by using co-occurrence information and in-
formation about shared neighbors, respectively. Thus, a qualitative comparison
between these different uses of context should be able to divulge this difference.

Before an empirical investigation of the difference between using co-occurrences
and shared neighbors for accumulating context vectors can be performed, we need
to know more concisely what these different uses of context entail, what their
differences are, and how they can be used to build word spaces. Answering these
questions is the subject matter of this chapter.

7.1 Syntagmatic uses of context

As I explained in the last chapter, a syntagmatic relation holds between words that
coop-occur. The prime example of co-occurrence events is collocations, such as “her-
metically sealed,” where the first part “hermetically” very seldom occurs without
the second part “sealed.” Collocations are probably the most obvious examples
of syntagmatically related words, because the parts of the collocation tend to oc-
cur next to each other, without any intervening words. However, syntagmatically
related words can also be defined as words that co-occur within the same text
region, with a (possibly large) number of words between them. In the same sense
as “co-occurrence” and “matrix” constitute a syntagmatically related word pair in
a number of places throughout this dissertation, we could say that any two words
in this paragraph (or section, or chapter, or part, or even dissertation) constitute
a syntagmatically related word pair.

I will refer to the use of co-occurrence events for building the word space as a
syntagmatic use of context. There is at least one parameter that applies to such
syntagmatic use of context:

1. A syntagmatic use of context can be characterized by the size of the context
region within which co-occurrences are counted.

7.2 The context region

When constructing context vectors from a syntagmatic use of context, we let the
n context regions c in the data define the n dimensions of the word space. Thus,
a context vector \( \vec{v} \) in a syntagmatic word space has the following constitution:
$\vec{v} = (c_1, c_2, ..., c_n)$

As I pointed out in Section 3.5, this representation does not mean anything in vacuo. It is the *similarity* between two context vectors constructed in this way that is of the syntagmatic type.

The context region can be anything from a very small sequence of words to an entire text region. In practice, larger text regions are favored by word-space algorithms. The reason for this seems to be primarily that the word-space algorithms that prefer a syntagmatic use of context, such as LSA, hail from the information-retrieval community, where a document is a natural context of a word. To see why, consider the information-retrieval universe, in which *documents* and *words* are two of the most basic elements. Documents are assumed to represent topical units (and consequently also topical *unities*), whereas words are seen as *topic indicators*, whose distribution is governed by a limited number of *topics*. In the standard type of information retrieval, this is as far as the metaphor goes, and elements of the universe (e.g. queries and documents) are matched based on word overlap, without utilizing the topics. In more sophisticated, LSA-type, information retrieval, the topics constitute the fundamental ontology, and all elements in the universe — such as words and documents — can be grouped according to them.\(^1\) In that way, queries and documents can be matched according to their topicality, without necessarily having to share vocabulary. Note that in both types of information retrieval, documents constitute the natural context of words.

This is a perfectly feasible simplification of textual reality when viewed from an information-retrieval perspective. However, information retrieval is an artificial problem, and a “document” in the sense of a topical unit—unity is an artificial notion that hardly exists elsewhere; before the advent of library science, the idea that the content of a text could be expressed with a few index terms must have seemed more or less appalling. In the “real” world, content is something we *reason about*, *associate to*, and *compare*. The uncritical assimilation by word-space algorithms of the information-retrieval community’s conception of context is unfortunate, since the simplification is uncalled for, and may even be harmful, outside the information-retrieval universe. In the world beyond information-retrieval test collections (which tend to consist of text types for which the metaphor actually makes sense, such as short newswire articles or downloaded web pages), text (and, in the big picture, language) is a continuous flow where topics intertwine and overlap. In this complex structure, finding a correlate to the information-retrieval notion of a “document” is at best an arbitrary choice. As Ruge (1992) notes:

\(^1\)Proponents of factor-analytic dimensionality-reduction techniques tend to argue that these techniques uncover the topics in the form of latent dimensions, or independent or principal components (Bingham, 2003).
Inside of a large context (e.g. a whole document) there are lots of terms not semantically compatible. In large contexts nearly every term can co-occur with every other; thus this must not mean anything for their semantic properties. (p.318)

So what would be a more linguistically justified definition of context in which to collect syntagmatic information? Perhaps a clause or a sentence, since they seem to be linguistic universals; clauses and sentences, or at least the functional equivalent to such entities (i.e. some sequence delimited by some kind of delimiter), seem to exist in every language — spoken as well as written or signalled. Thus, it would be possible to argue for its apparent linguistic reality as context. Sentences have been used to harvest co-occurrences by, e.g., Rubenstein & Goodenough (1965), Miller & Charles (1991), and Leacock et al. (1996).

Another possibility would be to use a smaller context region consisting of only a couple of consecutive words, as in the example with collocations. However, a serious problem with using such a small context to collect syntagmatic information is that very few words — basically only collocations — co-occur often within a small context region. In fact, as, e.g., Picard (1999) points out, the majority of terms never co-occur. The smaller the context regions are that we use to collect syntagmatic information, the poorer the statistical foundation will be, and consequently the worse the sparse-data problem will be for the resulting word space.

7.3 Paradigmatic uses of context

Paradigmatically related words are words that do not themselves co-occur, but whose surrounding words are often the same. One example of such paradigmatically related words is different adjectives that modify the same nouns — e.g. “bad” and “good” in “bad news,” “good news.” As with syntagmatically related words, paradigmatic relations need not only consist of words that share the same immediately preceding or succeeding neighbor or neighbors. The paradigmatic relation may just as well be defined as words that share some, or several, of the s preceding or succeeding neighbors.

I will refer to the use of surrounding words for building the word space as a paradigmatic use of context. There are at least three parameters that apply to the characterization of such paradigmatic uses of context:

1. The size of the context region within which paradigmatic information is collected.

2. The position of the words within the context region.
3. The direction in which the context region is extended (preceding or succeeding neighbors).

7.4 The context window

When constructing context vectors from a paradigmatic use of context, we let the \( n \) word types \( w \) in the data define the \( n \) dimensions of the word space. Thus, a context vector \( \vec{v} \) in a paradigmatic word space has the following constitution:

\[
\vec{v} = (w_1, w_2, ..., w_n)
\]

Again, this representation is vacuous by itself. It is the similarity between two context vectors constructed in this way that is of the paradigmatic type.

The most common way to collect paradigmatic information is to define a context window of some size and extension, within which the information is collected. As an example, imagine the following two highly imaginary word sequences:

\[
\text{bla bla bla blo bli bli bli} \\
\text{bla bla bla ble bli bli bli}
\]

Notice that \( \text{blo} \) and \( \text{ble} \) constitute a paradigmatically related word pair in this example, and that it would suffice to look at the immediately preceding and succeeding words to establish this — what we call a 1+1-sized context window. In the same manner, a 2+2-sized context window would consist of the two preceding and the two succeeding words, and a 5+3-sized window of the five preceding and the three succeeding words, and so on. Naturally, nothing precludes us from using an entire sentence (or, for that matter, an entire text) as context window, but — as we will soon see — most researches favor the use of statically-sized context windows. I will use the term focus word to refer to the word in the middle of the context window (i.e. the word whose context we are currently analyzing). The context window is normally advanced one word at a time until the entire data has been processed — a so-called sliding context window.

As noted in the previous section, we also need to account for the position of the words within the context windows, since paradigmatically related words may also be defined as words that share some of the \( s \) surrounding words. For example, imagine that the word \( \text{bli} \) in the example above could take any of a number of different modifiers, so that one sequence would be arbitrarily realized as \( \text{bla blo e bli} \), and the other as \( \text{bla ble r bli} \). In this case, we would like to exclude the arbitrary modifiers from the context windows. One way to accomplish this is to use a null-weight for that position in the context window, so that the configuration for, e.g., a 1+2-sized window would be \( 1 + 0 \quad 1 \), where 0 means that the word is ignored. This would then be realized in the example as:
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It is also possible to weight the positions in the context window more finely, instead of just using binary values. I will discuss a couple of different weighting schemes for the positions in the context windows in Section 8.5.

The million-euro question regarding context windows is their size: how many words to the left and to the right should we count? There have been many suggestions in the literature. For example, Schütze (1992) uses a window size of 1 000 characters, with the argument that a few long words are possibly better than many short words, which tend to be high-frequency function words. Yarowsky (1992) uses 100 words, while Gale et al. (1994) uses 50 words to the left and 50 words to the right, with the argument that this kind of large context is useful for “broad topic classification.” Schütze (1998) uses a 50-word window, whereas Schütze & Pedersen (1997) uses a context window spanning 40 words. Niwa & Nitta (1994) uses a 10+10-sized window, and as we saw in Chapter 3, the HAL algorithm uses a directional 10-word window. Black et al. (1988) uses narrow windows spanning 3–6 words, Church & Hanks (1989) used 5 words, and Dagan et al. (1993) uses a window spanning 3 words, when ignoring function words.

As we can see, examples of window sizes range from 100 words to just a couple of words. There is very seldom a theoretical motivation for a particular window size. Rather, the context window is often seen as just another experimentally determinable parameter. Levy et al. (1998) is a good example of this viewpoint:

These and other technical and practical questions can only be answered by careful and time-consuming experimentation. (p.4 in the offprint.)

There seems to be some evidence for the feasibility of using a fairly small context window. Kaplan (1955) asked people to identify the sense of a polysemous word when they were shown only the words in its immediate vicinity. They were almost always able to determine the sense of the word when shown a string of five words — i.e. a 2+2-sized context window. This experiment has been replicated with the same result by Choueka & Lusignan (1985). Our previous experiments (Karlgren & Sahlgren, 2001) also indicate that a narrow context window is preferable for acquiring semantic information.

Despite these (admittedly somewhat summary) arguments for the feasibility of narrow context windows, we should heed the cautious words of Miller & Leacock (1998):

...we still don’t understand how to extract an adequate contextual representation from the local context. [...] perhaps we should look at context more broadly. (p.156)
7.5 What is the difference?

For the sake of clarity, I will demonstrate the different uses of context with a concrete example. Consider the following text:

Die Welt ist alles was der Fall ist

Was der Fall ist die Tatsache ist das Bestehen von Sachverhalten

Das logische Bild der Tatsache ist der Gedanke

Figure 7.1: Example text.

Now imagine that we collect this text into two co-occurrence matrices; one from a syntagmatic use of contexts, collected within the given sentences; one from a paradigmatic use of contexts, also collected within the given sentences. I only include content words in this example. The result from the co-occurrence counting is displayed in Tables 7.1 and 7.2.

<table>
<thead>
<tr>
<th></th>
<th>c₁</th>
<th>c₂</th>
<th>c₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>Welt</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>alles</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fall</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Tatsache</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Bestehen</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Sachverhalten</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>logische</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Bild</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Gedanke</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.1: Words-by-documents co-occurrence matrix.

Obviously, the matrix constructed from a paradigmatic use of context is much richer in information, which means that it has a more robust statistical foundation. Several researchers have noted this difference between the two approaches; Schütze & Pedersen (1997) argue that a paradigmatic use of context (what they call lexical co-occurrences) is both quantitatively (because it provides a better statistical foundation) and qualitatively (because the fact that two words occur close to each other is, they argue, likely to be more significant than the fact that they
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<table>
<thead>
<tr>
<th></th>
<th>$w_1$</th>
<th>$w_2$</th>
<th>$w_3$</th>
<th>$w_4$</th>
<th>$w_5$</th>
<th>$w_6$</th>
<th>$w_7$</th>
<th>$w_8$</th>
<th>$w_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Welt ($w_1$)</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>alles ($w_2$)</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fall ($w_3$)</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tatsache ($w_4$)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Bestehen ($w_5$)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Sachverhelten ($w_6$)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>logische ($w_7$)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Bild ($w_8$)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Gedanke ($w_9$)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7.2: Words-by-words co-occurrence matrix.

occur in the same document) better than a syntagmatic use, and Picard (1999) observes that a syntagmatic use of context can only be used for very frequent words, while a paradigmatic use may be applied for all words.

It now becomes obvious why word-space algorithms that prefer a syntagmatic use of context favor statistical dimensionality-reduction techniques such as SVD that smooths the original co-occurrence counts. As we saw in Section 4.4, the application of factor-analytical dimensionality-reduction techniques to the matrix alleviates the problem with data sparseness. Furthermore, it has the effect of grouping together words that do not necessarily co-occur, but that occur in similar contexts — in other words, it approximates paradigmatic relations. This means that SVD, and related dimensionality-reduction techniques, can be viewed as “poor man’s” paradigmatic relations. This is a very useful tactic in information retrieval, where we are forced to work with a syntagmatic words-by-documents matrix. However, in word-space research, it seems futile not to use a paradigmatic words-by-words matrix, if that is the kind of relations one wants to model. As Schütze (1992) notes, it is unnecessary to apply SVD (or any other related dimensionality-reduction technique) when using paradigmatic contexts, since they are already dense, and of course already contain paradigmatic relations between words.\(^2\)

\(^2\)Some researchers, such as Lemaire & Denhière (2004), claim that only algorithms that use SVD take advantage of higher order co-occurrences, which they define as relations that hold between words that do not co-occur, but that occur in similar contexts. As we saw in Section 7.3, this essentially equals paradigmatic relations. Lemaire’s and Denhière’s claim stems from a lack of theoretical underpinnings, and is not compatible with the analysis in this section.
7.6 And what about linguistics?

Any linguist that is exposed to this discussion will no doubt frown upon the lack of linguistic sophistication in the use of contexts. We are, after all, throwing away basically everything we know about language when we are simply counting surface (co-) occurrences. Some word-space paradigms, such as LSA and HAL, are openly agnostic towards linguistics, even though the latter includes at least the bare minimum of linguistic knowledge about word order into the directional co-occurrence matrix by letting the row and column vectors for a word represent co-occurrences from the right and left contexts, respectively. However, remember from Chapter 4 that this directional information is thrown away in the final stages of the algorithm when the row and column vectors are concatenated. The only experiment I am aware of that exploits the directional information in a directional words-by-words co-occurrence matrix is Schütze & Pedersen (1993), to which I will return in Section 15.6.

Considering the two different uses of context discussed in this chapter, a paradigmatic use of context is arguably more linguistically sophisticated than a syntagmatic use of context, since a context window at least captures some rudimentary information about word order. But why pretend that linguistics never existed — why not use linguistic knowledge explicitly?

There have been a few attempts at using linguistic knowledge when creating the word space. In Karlgren & Sahlgren (2001), we increased the performance of RI on a synonym test by using lemmatized data. We also experimented with adding part-of-speech tags to the words, thus performing grammatical disambiguation. However, adding part-of-speech information decreased the performance for all sizes of the context window, except when using a minimal 1+1-sized window. Wiemer-Hastings & Zipitria (2001) also noticed a decrease in performance of LSA when they added part-of-speech tags to the words, and Widdows (2003) noted that adding part-of-speech information improves the representation for common nouns, but not for proper nouns or finite present-tense verbs when enriching the WordNet\textsuperscript{3} taxonomy. The reason for the decrease in performance is that adding part-of-speech information increases the number of unique words in the data, thus aggravating the sparse-data problem.

A more sophisticated approach to utilizing linguistic information is Padó & Lapata (2003), who uses syntactically parsed data to build contexts that reflect the dependency relations between the words. Their approach is inspired by the works of Strzalkowski (1994) and Lin (1997, 1998a, 1998b), who also used parsed data to compute distributional similarity between words. In Lin’s experiments, words were represented by the frequency counts of all their dependency triplets. A dependency

\textsuperscript{3}http://wordnet.princeton.edu/
A triplet consists of two words and the grammatical relationship between them in a sentence, such as (have subj I) from the sentence “I have angst.” Similarity between words was then defined as (Lin, 1998b):
\[
sim_{\text{LIN}}(w_1, w_2) = \frac{2 \times I(G(w_1) \cap G(w_2))}{I(G(w_1)) + I(G(w_2))}
\]
where \(G_w\) is the set of features possessed by \(w\), and \(I(G)\) is the amount of information contained in a set of features \(G\), calculated as \(-\sum_{g \in G} \log P(g)\), where \(P(g)\) is the probability of feature \(g\).

Other attempts at using linguistic information for computing distributional similarity between words include Hindle (1990), who used predicate–argument structure to determine the similarity of nouns; Hearst (1992), who extracted hyponyms by using lexical–syntactic templates; Ruge (1992), who used head–modifier relations for extracting similar words; and Grefenstette (1992a, 1992b, 1993), who also used syntactic context to measure similarity between words.

On the downside, such linguistically refined notions of context require a non-negligible amount of preprocessing, and tend to suffer from sparse data (Schütze, 1998). Furthermore, empirical evidence for the supremacy of linguistically refined contexts are still very scarce. Much more research is needed in order to determine the viability of, e.g., dependency relations for building word spaces.
Part III

Foreground
Chapter 8

Experiment setup

“In fact, I made a graph. I make lots of graphs.”
(Lisa Simpson in “Homer”)

The last chapter explained what syntagmatic and paradigmatic uses of context are, what the differences are between them, and how they can be applied to assemble word spaces. Having clarified both the terminology and methodology, we can now turn to a qualitative empirical comparison between these different uses of contexts. This chapter describes the experiment setup: the data, the preprocessing, the transformation and weighting schemes, the word-space implementation, the software, the tests, and the evaluation metrics.

8.1 Data

The primary data I use in these experiments is the Touchstone Applied Science Associates (TASA) corpus,\(^1\) which consists of high-school level English texts on a number of different topics such as language arts, health, economics, science, social studies, and business. I use this data for two reasons. The first is that the TASA corpus is divided into sections spanning approximately 150 words. This means that I can use both sentences and sections as context regions for the syntagmatic uses of context. Other corpora, such as the British National Corpus (BNC),\(^2\) is not consistently divided into such topically coherent sections.

The other reason for using the TASA corpus is its convenient size. It is large enough to provide a sound statistical foundation, but small enough to allow for the construction of an unreduced word space. For large corpora, such as the BNC,

\(^1\)Kindly provided by courtesy of Thomas Landauer.
\(^2\)http://www.natcorp.ox.ac.uk/
it is necessary to use dimensionality reduction for most experimental settings. I
do not want to use dimensionality reduction in these experiments, since it might
interfere with the comparison of the different uses of context. In one experiment
where there is a limited vocabulary, I also include results from the BNC in order
to demonstrate how the corpus size can effect the results. Details of the corpora
(after lemmatization) are given in Table 8.1.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Size</th>
<th>Tokens</th>
<th>Types</th>
<th>Regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>TASA</td>
<td>56 MB</td>
<td>10 802 187</td>
<td>66 586</td>
<td>≈ 150 words</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>≈ 12 words</td>
</tr>
<tr>
<td>BNC</td>
<td>527 MB</td>
<td>106 523 151</td>
<td>317 961</td>
<td>≈ 17 words</td>
</tr>
</tbody>
</table>

Table 8.1: Details of the data sets used in these experiments.

In the remainder of this dissertation, I label the context regions that span approximately 150 words *large* context regions, and the ones that span approximately 12–17 words *small* context regions.

### 8.2 Preprocessing

I use morphological normalization of the data in these experiments. The main reason for doing so is that all the resources (i.e. tests, thesaurus entries, association norms) used in the following experiments only include base forms of the words. Also, we have demonstrated in previous experiments that the performance of the word-space model benefits from using morphologically normalized data (Karlgren & Sahlgren, 2001). The reason for this is that morphological normalization reduces the number of word types in the data, without affecting the number of word tokens. This at least partially remedies problems with sparse data and improves the statistical foundation of the model. To perform morphological normalization, I use software from Connexor, a Finnish language-technology company that provides parsers and taggers for several different languages.\(^3\)

### 8.3 Frequency thresholding

Since the word-space model is based on statistical evidence of word distributions, it is imperative that the words we examine have a sufficient statistical foundation. Low-frequency words suffer from sparse data and will not have sufficiently reliable

\(^3\)http://www.connexor.com/
8.4 Transformation of frequency counts

Since I want to minimize the risk of distorting the comparison by using an unfavorable instantiation of any type of context, I use a number of different transformations of the frequency counts when computing the context vectors. By doing so, I optimize the performance of the word spaces with regards to the different types of context in each particular task.

I use four different transformations for the syntagmatic uses of context in these experiments:

- **BINARY**: the elements of the vectors are either 1 or 0, where 1 indicates that the word has occurred in the context, and 0 that is has not.

- **DAMPENED**, computed as \( \log(\text{TF} + 1) \): the elements are the logarithms of the frequency of occurrence of the word in the context.

- **TFIDF**, computed as \( \log(\text{TFIDF} + 1) \): the elements are the logarithms of the TFIDF-value of the word in the context.
- **RAW**: the elements are the raw frequency of occurrence of the word in the context.

These transformations are motivated by their widespread use in information-access research (see Section 3.4). Taking the logarithm of the elements in the context vectors is done in order to reduce the effect of high values. The idea is that co-occurrence events that only occur once or twice in the data are less important than co-occurrence events that occur several times, but that it is not important whether they occur 500 or 50 000 times. Note that the value is incremented with one before the logarithm is computed. This is done in order to avoid zero values, for which a logarithm is not defined. In the remainder of the dissertation, I use the following notation for the parameters involved in syntagmatic uses of context:

\[ [S : c \in \{+,-\}, a \in \{\text{BINARY,DAMPENED,TFIDF,RAW}\}] \]

where \( c \) is the context region (+ for large and − for small), and \( a \) is the transformation. As an example \([S : +, \text{RAW}]\) means a syntagmatic use of a large context region, with raw frequencies.

### 8.5 Weighting of context windows

I use two different weighting schemes for the slots in the context windows for the paradigmatic uses of context:

- **Constant weighting over the window.**

- **Aggressive distance weighting according to the formula** \( 2^{l-1} \) \( l \) **is the distance to the focus word.**

There are a number of other possibilities for the distance weights. For example, one could imagine using linear distance weighting where the weight decreases with some constant (e.g. 0.1) for every step away from the focus word, or distance weighting according to the formula \( \frac{1}{l} \) where \( l \) is the distance to the focus word. Figure 8.1 shows the effects of these different weights. Since linear weighting and \( \frac{1}{l} \)-weighting is intermediate between constant weighting and aggressive weighting, I only use the latter weights in the following experiments.

In the remainder of the dissertation, I use the following notation for the parameters involved in paradigmatic uses of context:

\[ [P : s \in \{n + n, n - n\}, b \in \{\text{CONST,AGG}\}] \]

where \( s \) is the size of the context window (either the size of one window (e.g. 2+2), the size of several windows (e.g. 3+3,4+4), or the range of several context windows
(e.g. 1 – 10, which means that all window sizes between 1+1 to 10+10 are used)), and \( b \) is the weighting scheme (\( \text{const} \) for constant weights or \( \text{agg} \) for aggressive \( 2^{1-l} \) weights). As an example \( [P:2+2,\text{const}] \) means a paradigmatic use of a 2+2-sized context window with constant weights.

### 8.6 Word-space implementation

I do not use any dimensionality reduction of the context vectors in these experiments. The reason, which I already mentioned in Section 8.1 above, is that I do not want any external factors to interfere with the comparison of syntagmatic and paradigmatic uses of context. Thus, I use neither LSA, HAL, nor RI, but the unreduced context vectors from the words-by-documents and words-by-words matrices. For the TASA corpus, the former vectors are 37 619 (for the large context regions) and 784 819-dimensional (for the small context regions), while the latter are 8 217-dimensional (after thresholding low-frequency words). For the BNC corpus, the vectors are 5 794 049 vs. 35 089-dimensional (after frequency thresholding).
8.7 Software

The software used in these experiments is called GSDM (for Guile Sparse Distributed Memory) and was written by Anders Holst at SICS. GSDM is an open source C-library for Guile, designed specifically for the RI methodology. The software provides a number of basic functions for handling texts, vectors, and matrices. All higher-level programming is done in Guile using the basic GSDM functions. GSDM is available under the GNU GPL license.

8.8 Tests

A number of different tests are used in these experiments. Since the point of the experiments is to verify the hypothesis that syntagmatic and paradigmatic uses of context generate different semantic models, I have tried to select tests that measure not only different aspects of linguistic meaning but specifically syntagmatic and paradigmatic relations to different degrees. This has not been an easy task, since syntagmatic and paradigmatic relations are not mutually exclusive. Many words that enter into paradigmatic relations can also enter into syntagmatic ones, and conversely. The tests used in these experiments do not provide exact measures of these relations.

Most of the following tests use some sort of lexical resource for comparison. One problem with this approach is that freely available lexical resources are scarce, incoherent, and incomplete. It is always an apparent risk when relying on such resources that the resulting evaluation becomes as much an evaluation of the resource itself. We have previously encountered and discussed such problems in Sahlgren & Karlgren (2005a) and Sahlgren (2006). Another problem with lexical resources is that they are typically compiled by humans, who are influenced by extralinguistic factors that are not available to the word-space model. Remember that the word-space model only claims to represent linguistic meaning. In a sense, whatever the word-space model uncovers is the truth, since that is what is really there in the data. The linguistic information contained within a corpus such as the TASA does not necessarily have to correspond exactly with general human semantic knowledge. In fact, we would be greatly surprised if it did.

The question how to evaluate models of meaning provides enough material for an entire dissertation in itself. I do not claim to have any definite answer to this question, and I do not intend for these experiments to provide any definite empirical evidence. The following experiments should be viewed more as indications of the viability of the hypothesis. The tests that I use are

\footnote{http://www.gnu.org/software/guile/guile.html}
8.9 Evaluation metrics

- direct comparison of the word spaces (Chapter 9);
- thesaurus comparison (Chapter 10);
- association test (Chapter 11);
- synonym test (Chapter 12);
- antonym test (Chapter 13);
- part-of-speech test (Chapter 14).

8.9 Evaluation metrics

The evaluation metrics are somewhat different for the different tests. For the direct comparison, I count overlap between neighborhoods in the word space, as further described in the next chapter. For the synonym test, I report results as percentage of correct answers, as described in Chapter 12.

For each of the four remaining tests, I employ two different evaluation metrics, which I call LAX($h$) and STRICT($h$) settings. The $h$ defines the number of nearest neighbors extracted from the word space. For example, if $h = 5$, I extract the 5 nearest neighbors from the word space to each word included in the test. The lax setting means looking at whether any of the word-space neighbors are listed in the resource (i.e. thesaurus, association norm, antonym list or part-of-speech list) used in these experiments, while the strict setting means looking at whether all of the word-space neighbors are listed in the evaluation resource. The results are reported as the percentage of word-space neighbors that are listed in the evaluation resource, defined as:

\[
\text{LAX}(h) = 100 \times \frac{\text{\# correct neighbors}}{\text{\# test words}}
\]

\[
\text{STRICT}(h) = 100 \times \frac{\text{\# correct neighbors}}{\sum h}
\]

A couple of examples might help clarify these evaluation metrics. Suppose we use the LAX(1) setting, and that we have 10 test words. This means that we extract 1 nearest neighbor to each of the 10 test words. If 8 of these neighbors are listed in the resource currently used (say, a thesaurus), we will arrive at $100 \times \frac{8}{10} = 80\%$ correct answers. Note that, if we only extract 1 nearest neighbor to each test word, the LAX(1) setting is equivalent to the STRICT(1) setting.

If we instead use LAX(10), we will extract 10 nearest neighbors to each of the 10 test words. However, since we use the lax setting, we are only interested in
whether any of these 10 nearest neighbors are listed in the resource. It thus does not matter whether all or 5 or only 1 of the 10 neighbors are listed in the resource. Say that for 9 of the test words, we find that at least one of the 10 neighbors (again, we do not care how many) are listed in the resource. We then get $100 \times \frac{9}{10} = 90\%$ correct answers.

Contrary to the LAX(10) setting, if we instead use a STRICT(10) setting, we now count every neighbor that is listed in the resource. In the strict setting it does matter whether all or 5 or only 1 of the 10 nearest neighbors are listed in the resource. Since we have all together 100 neighbors, our maximum result would be $100 \times \frac{100}{(\sum h) = 100} = 100\%$. Say that we only find 26 of all the neighbors in our resource. We then only get $100 \times \frac{26}{(\sum h) = 100} = 26\%$ correct answers.

For the thesaurus comparison and the association test, I use LAX(1) and STRICT($h$) evaluation, where $h$ is the number of words listed in the association norms and in the thesaurus entries. For the antonym test, which consists of word pairs, I use LAX(10) and STRICT(1). For the part-of-speech test, which does not include a test vocabulary, I use LAX(1) and STRICT(10).
Chapter 9

The overlap between syntagmatic and paradigmatic word spaces

“This is not a clue... or is it?”
(Bart Simpson in “Who shot Mr. Burns?”)

The first experiment concerning the difference between word spaces produced with syntagmatic and paradigmatic uses of context is to simply compare the word spaces with each other. However, since mere ocular inspection of word-space neighborhoods is notoriously prone to over-interpretation, it would be useful to define a numeric measurement for the difference between two word spaces.

Figure 9.1: Word-space neighborhood produced with $[S : +, \text{TFIDF}]$. The circle indicates what the neighborhood would have looked like if a range around the word “knife” had been used instead of a constant number of neighbors (in this case, 6) to define the neighborhood. “Noni” and “Nimuk” are names occurring in the context of knifes.
One way to arrive at a numeric measurement for the difference (or rather the commonality) between two word spaces is to count the overlap, which I define as the number of shared words between neighborhoods in the two spaces. A neighborhood is simply a region in the word space, centered around a given word. Note that such neighborhoods can be defined in two ways: either as a range around the word (defined by a similarity threshold), or as a number of nearest neighbors. An example of a word-space neighborhood is given in Figure 9.1. In the following experiments, I opt for the latter approach, and define “word-space neighborhood” as a constant number of nearest neighbors to words in the word spaces.

Figure 9.2: Overlap between the neighborhoods of “knife” for \([S : +, \text{TFIDF}]\) (space A) and \([P : 2 + 2, \text{CONST}]\) (space B).

Figure 9.2 demonstrates the idea of comparing neighborhoods in two word spaces. The overlap between the spaces is defined as the number of neighbors that occur in both spaces. In the example, only one out of six neighbors ("spoon") occurs in both spaces. If there is a large overlap, we can assume that the spaces are very similar; if there is a small overlap, we can assume that they are not. Such an admittedly simple experiment will not tell us in what sense the spaces differ — if at all — but it will tell us whether the hypothesis is worth pursuing or not: I clearly have to admit defeat if the neighborhoods contain exactly the same words, and the overlap therefore is 100%, since that would indicate that the word spaces are identical.
9.1 Computing the overlap

In order to compute the overlap between spaces produced with syntagmatic and paradigmatic uses of context, I first construct word spaces using \([S : +, \text{RAW}]\) (i.e. syntagmatic uses of large context regions with raw frequency counts), \([S : -, \text{RAW}]\) (i.e. syntagmatic uses of small context regions with raw frequency counts) and \([P : 1 - 20, \text{CONST}]\) (i.e. paradigmatic uses of context windows ranging from 1+1 to 20+20 with constant distance weights). I then select all words with frequency above 20 in the TASA corpus, which defines a vocabulary of 13 383 words. For each of these words, I extract the 10 nearest neighbors from the respective spaces. I then count how many words occur in both nearest-neighbor sets for each of the 13 383 words, thus arriving at a measure of the overlap between the different word spaces.

<table>
<thead>
<tr>
<th>Context window</th>
<th>Overlap</th>
<th>([S : +, \text{RAW}])</th>
<th>([S : -, \text{RAW}])</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 NNs</td>
<td>1 NN</td>
<td>10 NNs</td>
</tr>
<tr>
<td>1+1</td>
<td>1.57</td>
<td>1.18</td>
<td>1.74</td>
</tr>
<tr>
<td>2+2</td>
<td>2.56</td>
<td>1.74</td>
<td>2.93</td>
</tr>
<tr>
<td>3+3</td>
<td>3.78</td>
<td>2.61</td>
<td>4.19</td>
</tr>
<tr>
<td>4+4</td>
<td>4.73</td>
<td>3.29</td>
<td>5.13</td>
</tr>
<tr>
<td>5+5</td>
<td>5.58</td>
<td>4.18</td>
<td>5.95</td>
</tr>
<tr>
<td>6+6</td>
<td>6.34</td>
<td>5.12</td>
<td>6.34</td>
</tr>
<tr>
<td>7+7</td>
<td>6.95</td>
<td>5.88</td>
<td>7.18</td>
</tr>
<tr>
<td>8+8</td>
<td>7.58</td>
<td>6.48</td>
<td>7.74</td>
</tr>
<tr>
<td>9+9</td>
<td>8.05</td>
<td>7.09</td>
<td>8.08</td>
</tr>
<tr>
<td>10+10</td>
<td>8.50</td>
<td>7.73</td>
<td>8.44</td>
</tr>
<tr>
<td>15+15</td>
<td>9.89</td>
<td>9.77</td>
<td>9.31</td>
</tr>
<tr>
<td>20+20</td>
<td>10.52</td>
<td>10.74</td>
<td>9.54</td>
</tr>
</tbody>
</table>

\([S : -, \text{RAW}]\) 37.45 29.71 – –

Table 9.1: Percentage of nearest neighbors that occur in both syntagmatic and paradigmatic word spaces.

Table 9.1 shows the percentage of mutual nearest neighbors when counting all 10 neighbors, and when only counting the closest neighbor in both spaces. The results clearly show that there is a very small overlap between the different word spaces. The overlap is fairly small even for syntagmatic spaces produced with different sizes of the context region; the overlap between \([S : +, \text{RAW}]\) and \([S : -, \text{RAW}]\) is 37.45% when counting the 10 nearest neighbors, and 29.71% when only counting
the closest one. The overlap between \([S : +, \text{RAW}]\) and \([P : 1 - 10, \text{CONST}]\), and between \([S : -, \text{RAW}]\) and \([P : 1 - 10, \text{CONST}]\) is of course even smaller, and is basically the same when counting the 10 nearest neighbors and when only counting the closest neighbor.

There are three additional noteworthy aspects of these results. The first is that there is a very small difference in the overlap between paradigmatic word spaces and syntagmatic spaces produced with large versus small context regions. The largest overlap in these results are between word spaces produced with a wide context window and a large context region.

The second noteworthy aspect of the results is that the overlap counting the 10 nearest neighbors in most cases is a little bit larger than when only counting the closest neighbor. This might not be surprising considering that there are more possibilities for overlap in larger neighborhoods than in very small ones. What is surprising, however, is that this relationship between the overlap counting 10 NNs versus only counting 1 NN is reversed for wider context windows when compared to \([S : -, \text{RAW}]\). Starting with an 8+8-sized context window, the overlap to \([S : +, \text{RAW}]\) is larger when only counting the closest neighbor than when counting all 10 nearest neighbors.

The third noteworthy aspect of these results is that the overlap increases with the size of the context windows. This indicates that wider context windows approximate a syntagmatic use of context. However, consider the difference between the overlap counting the 10 NNs for \([S : +, \text{RAW}]\) and \([S : -, \text{RAW}]\), and the overlap for \([S : +, \text{RAW}]\) and \([P : 20 + 20, \text{CONST}]\): 37.45% vs. 10.52%. The overlap is much larger between the two syntagmatic spaces than between a syntagmatic space and a paradigmatic space produced with a wide context window. In fact, the contexts for \([S : -, \text{RAW}]\) are only \(\approx 12\) words, while the context windows for \([P : 20 + 20, \text{CONST}]\) span 20+20 words, which is almost double the size of the context. Thus, the difference between syntagmatic and paradigmatic uses of context is not primarily a difference of size, but of type; syntagmatic and paradigmatic uses of context yield word spaces with different types of relations between words.

One reason why wider context windows seem to approximate a syntagmatic use of context could be that the wider the context is, the wider is the range of possible (co-) occurrence events. By contrast, a very narrow context harbors a very limited number of (co-) occurrence possibilities. The chance that any two words in the data will share enough of its neighbors to end up close to each other in the word space is therefore much greater in a paradigmatic use of wide context windows than in a paradigmatic use of narrow ones. Correspondingly, any two words in the data will co-occur if the context regions in a syntagmatic use of context are large enough. Thus, the increasing overlap between syntagmatic uses of context and paradigmatic uses of wide context windows might be explained by the increase in general (co-) occurrence events when using wide contexts.
9.2 Computing the density

It seems that a paradigmatic use of wide context windows increases the chance of collecting general occurrence events. This suggests that word spaces assembled from such wide windows should be *denser* than word spaces collected from narrow windows, simply because there are *more* occurrence events in the former spaces. A very simple measure of the density of a word space is to compute the average cosine measure between nearest neighbors in the word space. If the neighbors are very close to each other, we get a high density measure; if they are distant from each other, we get a low score. A high density measure would indicate that the space is very crowded, which could mean one of two things: either that the space rests on a solid statistical foundation, or that it is over-crowded and populated with chance occurrences.

![Figure 9.3: Average cosine value between nearest neighbors.](image)

Figure 9.3 shows the results computing such an average density measure for spaces produced with $[P : 1 - 20, \text{CONST}]$. As comparison, the average density measure for spaces produced with $[S : +, \text{RAW}]$ and $[S : -, \text{RAW}]$ is 0.23 and 0.08. These low average cosine scores clearly show the sparse-data effect on the density of the word...
spaces; the richer the statistical foundation, the denser the word space. The remarkable difference in density between syntagmatic and paradigmatic word spaces further demonstrates that collecting paradigmatic relations within wide context windows accumulates word spaces that are inherently different from those accumulated by syntagmatic uses of context. We have recently suggested that such density measures can serve as indicators of the topical dispersal of a corpus (Sahlgren & Karlsgren, 2005b).

9.3 Conclusion

The comparison presented in this chapter suggests that word spaces collected from syntagmatic and paradigmatic uses of context are inherently different. Only a small percentage of the nearest neighbors occur in both syntagmatic and paradigmatic word spaces, regardless of the size of the contexts. These results refute any suspicion that syntagmatic and paradigmatic word spaces are very similar to each other. On the contrary, they indicate that these two types of word spaces contain inherently different information.

However, it is a legitimate question to ask why there is an overlap at all? If we for a second assume that syntagmatic and paradigmatic word spaces contain completely distinct relations between words, then should we not expect to see an even smaller (possibly even non-existent) overlap? As I noted in the previous chapter, syntagmatic and paradigmatic relations are not mutually exclusive, and these results support this observation. The commonality between syntagmatic and paradigmatic word spaces indicates that some words are both syntagmatically and paradigmatically related, and that the difference between syntagmatic and paradigmatic information is not clear-cut.

I conclude this comparison between syntagmatic and paradigmatic word spaces with the observation that, although a wider context window does lead to a larger overlap with a syntagmatic use of context, it does not seem possible to reproduce a syntagmatic word space by a paradigmatic use of wide context windows. This means that the hypothesis — that syntagmatic and paradigmatic word spaces contain different semantic information — is not only still valid, but supported by the comparison.
Chapter 10

Thesaurus comparison

“It’s like living in a dictionary!”
(Marge Simpson in “I’m Spelling as Fast as I Can”)

It would seem that an obvious way to evaluate word spaces would be to use some kind of repository of semantically related words to compare the word space with. One of the first things that comes to mind for a linguist when talking about semantic repositories is thesauri, in which words with similar meanings are listed. Curiously enough, thesauri have not (as far as I am aware) been used to evaluate word spaces directly, even though some of the probabilistic approaches that I mentioned briefly in Section 3.2 have used thesauri for evaluation (Grefenstette, 1993).

An example of a thesaurus entry for the word “demon” from the thesaurus used in these experiments (the Moby thesaurus, see below) is displayed in Table 10.1. There are a couple of potential problems with this kind of semantic repository. The first is that thesauri tend to be very wide and include a large number of words. The problem with such lenient repositories of semantic similarity is that they will contain a fair amount of more or less arbitrary terms. Everyone can probably find at least a couple of unexpected, or even a few far-fetched, terms in the example with “demon” in Table 10.1. It will therefore be very difficult to reproduce a thesaurus entry using word-space neighborhoods even if we have access to vast amounts of topically pertinent data.

The second potential problem is that there are many different types of semantic relations represented in this thesaurus entry; among the more obvious ones are (near) synonyms (e.g. “devil,” “satan,” “ghoul,” “monster”), hypernyms (e.g. “evil spirit”), and hyponyms (e.g. “incubus”). Looking at this example, we can find both syntagmatically and paradigmatically related words. Examples of the former can be “demon–killer” and “demon–violent,” and examples of the latter can be
Chapter 10. Thesaurus comparison

| demon: | baba yaga, lilith, mafioso, satan, young turk, addict, a fret, ape-man, atua, barghest, beast, beldam, berserk, berserker, bomber, brute, bug, cacodemon, collector, daemon, daeva, damned spirits, demonkind, demons, denizens of hell, devil, devil incarnate, dragon, dybbuk, eager beaver, energumen, enthusiast, evil genius, evil spirit, evil spirits, faddist, fanatic, fiend, fiend from hell, fire-eater, firebrand, freak, fury, genie, genius, g houl, goon, gorilla, great one for, g unsel, gyre, hardnose, harpy, hell-raiser, hellcat, hellhound, hellion, hellish host, hellkite, hobbyist, holy terror, hood, hoodlum, host of hell, hothead, hotspur, hound, incendiary, incubus, infatuate, inhabitants of pandemonium, intelligence, jinni, jinniyeh, killer, lamia, lost souls, mad dog, madcap, monster, mugger, nut, ogre, ogress, powers of darkness, pursuer, rakshasa, rapist, revolutionary, rhapsodist, satan, savage, she-wolf, shedu, souls in hell, specter, spirit, spitfire, succubus, sucker for, supernatural being, termagant, terror, terrorist, the damned, the lost, the undead, tiger, tigress, tough, tough guy, ugly customer, vampire, violent, virago, visionary, vixen, werewolf, wild beast, witch, wolf, yogini, zealot |

Table 10.1: Thesaurus entry for “demon.”

“demon–daemon” and “demon–spirit.” This means that it will be difficult to draw any conclusions about the nature of the word spaces based on this comparison. What would it mean if one word space has a particularly high correlation with the thesaurus? Would it mean that it contains more syntagmatic or more paradigmatic relations? Probably, it would mean that the word space contains a fair amount of both types of relations between words. Thus, I hypothesize that the word space that correlates the most with the thesaurus contains the widest spectrum of both syntagmatic and paradigmatic relations.

10.1 The Moby thesaurus

The Moby thesaurus (second edition) is a freely available lexical resource that contains more than 30,000 index words, listed together with more than 2.5 million synonyms and related terms.\(^1\) There are two main advantages to using the Moby thesaurus. Firstly, it is much more extensive than other freely available thesauri. Secondly, it is distributed in a very simple plain-text format with one entry (i.e. a root word together with all its related words) per line.

\(^1\)http://www.dcs.shef.ac.uk/research/ilash/Moby/
10.2 Syntagmatic uses of context

Table 10.2 shows the correlation between the Moby thesaurus and word spaces produced with a syntagmatic use of context. As can be seen in the table, the correlation using large context regions is 9.84–10.43%, and the correlation using small context regions is 9.17–9.26%. As can be expected, the correlation is larger for the lax evaluation, where the figures are 22.35–30.10% vs. 23.93–24.77%. This difference indicates that using large context regions yields somewhat “wider” semantic representations that correlate better with the lenient nature of the Moby thesaurus than using small context regions. The reason for this might be that large context regions yield word spaces that contain a more diverse blend of both syntagmatic and paradigmatic information, while smaller context regions yield word spaces that contain more specifically syntagmatic relations.

<table>
<thead>
<tr>
<th>Transformation</th>
<th>([S^+)] (\text{Strict} \quad \text{Lax})</th>
<th>([S^-)] (\text{Strict} \quad \text{Lax})</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BINARY</strong></td>
<td>10.40 29.47</td>
<td><strong>9.26</strong> 24.60</td>
</tr>
<tr>
<td><strong>DAMPENED</strong></td>
<td>10.35 27.77</td>
<td>9.23 <strong>24.77</strong></td>
</tr>
<tr>
<td><strong>TFIDF</strong></td>
<td><strong>10.43</strong> <strong>30.10</strong></td>
<td>9.17 23.93</td>
</tr>
<tr>
<td><strong>RAW</strong></td>
<td>9.84 22.35</td>
<td>9.17 23.93</td>
</tr>
</tbody>
</table>

Table 10.2: Correlation between thesaurus entries and syntagmatic word spaces.

Note the comparably poor results for \([S^+: \text{RAW}]\). This indicates that, even though I use the cosine measure of similarity, which effectively normalizes the vectors, there is an over-emphasis of high-frequency words when not dampening the frequency counts. Smaller context regions do not have this frequency-induced problem, since those co-occurrence events are much more exclusive.

10.3 Paradigmatic uses of context

Figure 10.1 shows that there is a very small variation in the results over the different window sizes for the strict evaluation. The results for the windows with constant weights range between 6.97% for \([P: 1+1, \text{CONST}]\) over 7.78% for \([P: 3+3, \text{CONST}]\) to 7.10% for \([P: 10+10, \text{CONST}]\). The best score for the weighted window is also produced with the 3+3-sized window (7.77%), and the same decreasing trend can be seen here, albeit not as pronounced, when the size of the window increases (7.71% for \([P: 10+10, \text{AGG}]\)). The lax evaluation follows the exact same pattern: a 3+3-sized window produces the best results for the windows with constant weights (33.81%) and the second best result for the weighted ones (34.20%; \([P: 6+6, \text{AGG}]\).
is marginally better with 34.21%), and the results decrease as the window sizes increase. Note that, even though the results for the weighted windows do decrease as their size increase, the slope is very flat. This indicates that it is only the few nearest surrounding words that are useful in this particular test. The presence of a slight peak in the results for a window size around 3+3 supports this observation.

### 10.4 Comparison

We have seen that syntagmatic uses of context yield better results in the strict evaluation (10.43% vs. 7.78%), but that paradigmatic uses of context yield better results in the lax evaluation (34.21% vs. 31.10%). Why would such a discrepancy occur?

I noted above that the Moby thesaurus is very wide, and that it includes a fair amount of both syntagmatically and paradigmatically related words. The fact that syntagmatic uses of context are better than paradigmatic uses in the
strict setting indicates that neighborhoods in the syntagmatic word spaces contain *both* syntagmatically and paradigmatically related words, whereas neighborhoods in the paradigmatic word spaces might be more homogeneous and mainly contain paradigmatic information. If this assumption is true, and syntagmatic uses of context yield more heterogeneous word spaces than paradigmatic uses, there should be a greater chance that semantically unrelated words turn up among the closest neighbors in the syntagmatic word spaces. The fact that paradigmatic uses of context yield better results in the lax evaluation setting supports this observation.
Chapter 11

Association test

“I was just putting words together.”
(Homer Simpson in “Old Yeller Belly”)

A semantic repository that is very similar to a thesaurus entry is an association norm. It too consists of a list of similar words, with the differences that it typically contains fewer words than a thesaurus entry, and that it has been produced by humans that have been subjected to an association test. An association test is usually designed so that a human subject is presented with a number of words (usually one at a time), and is asked to provide a number of associatively related words to each presented word. The associations provided by the test subjects are then averaged, and the most frequent associations define the association norm for the particular population to which the test subjects belong. An example of an association norm for the word “demon” taken from the University of South Florida Free Association Norms is displayed in Table 11.1 (the numbers indicate the proportion of test subjects that produced the association).

As can be seen in the examples in Table 11.1, these associative relations do not correspond to one kind of semantic relation. In the association norm for “demon,” we can find (near) synonyms (“devil,” “satan,” “ghost,” “monster”), a meronym (“wings”), a possible antonym (“deacon”), and a number of adjectival modifiers (“evil,” “possessed,” “bad,” “scary”). This means that we will encounter the same problem as the one discussed in relation to thesaurus entries: there are examples of both syntagmatically and paradigmatically related words in the association norms. Examples of the former can be “demon–evil” and “demon–scary”, and examples of the latter can be “demon–devil” and “demon–satan.” However, the association norms contain much fewer words than the thesaurus entries and can therefore be expected to contain fewer arbitrary terms. Furthermore, although the association norms do not correlate with linguistic taxonomy, they do represent psychological...
Table 11.1: Association norm for “demon.”

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>demon:</strong></td>
<td></td>
</tr>
<tr>
<td>devil</td>
<td>0.553</td>
</tr>
<tr>
<td>evil</td>
<td>0.127</td>
</tr>
<tr>
<td>satan</td>
<td>0.040</td>
</tr>
<tr>
<td>ghost</td>
<td>0.033</td>
</tr>
<tr>
<td>possessed</td>
<td>0.033</td>
</tr>
<tr>
<td>monster</td>
<td>0.027</td>
</tr>
<tr>
<td>bad</td>
<td>0.020</td>
</tr>
<tr>
<td>deacon</td>
<td>0.013</td>
</tr>
<tr>
<td>scary</td>
<td>0.013</td>
</tr>
<tr>
<td>wings</td>
<td>0.013</td>
</tr>
</tbody>
</table>

reality — these are, after all, the words that real people deem to be intuitively related, and so can be assumed to constitute nearest neighbors in the human associative space.

Another important consideration when using association norms for comparison with word-space neighborhoods is that they are inherently sensitive to a large number of factors; economic and social status, political and religious conviction, cultural and ethnic background, and linguistic proficiency are all examples of factors that influence what kind of associations people make. To take a current example, the word “terrorism” is likely to have entirely different associations for an Islamic fundamentalist than for a conservative American. This presents us with a problem when using association norms to evaluate our word spaces: unless we have produced the word spaces from pertinent data, we will not be able to match the association norm no matter how good a representation of the semantics of the data the word space is. Imagine that we build a word space using newswire text (which is quite common, since many available data collections are based on news articles), and that we compare it to an association norm collected from a population of suburban teens. Chances are we will not see a very large correlation between them. However, that does not mean that the word space is flawed — it only means that it does not reflect the semantics of suburban teens. It may still constitute a truthful reflection of the semantics of the newswire texts.

### 11.1 The USF association norms

I use the freely available University of South Florida Free Association Norms (Nelson et al., 1998)\(^1\) in the following experiments. The norms were collected from

\(^1\)http://w3.usf.edu/FreeAssociation/
more than 6,000 test subjects who produced responses to 5,019 stimulus words by writing down the first word they could think of that was meaningfully related, or strongly associated, to the stimulus word. Such a procedure is called a discrete association task because each participant is asked to produce only a single associate to each stimulus word.

11.2 Syntagmatic uses of context

Table 11.2 demonstrates that the correlation between the association norms and word spaces produced with large text regions is 11.91–13.43%. In contrast to the thesaurus comparison, the small text regions yield better results in this test: 14.93–15.41%. If the analysis in the previous chapter was correct, this should mean that the association norms are semantically more homogeneous than the thesaurus entries. As can be expected, the correlation increases in the lax evaluation setting, where the figures are 27.88–35.73% using the large regions, and 36.45–37.91% using the small ones.

Regarding the frequency transformations, we can note that binary counts produce the best results for the small region but not for the large one, where logarithmic transformation of frequencies seems to be a viable alternative. Note again the inferior results — most pronounced for the large context regions in the lax evaluation setting — using the raw frequency counts.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BINARY</td>
<td>11.91</td>
<td>34.52</td>
<td>15.41</td>
<td>37.91</td>
</tr>
<tr>
<td>DAMPENED</td>
<td><strong>13.43</strong></td>
<td>34.52</td>
<td>15.16</td>
<td>37.45</td>
</tr>
<tr>
<td>TFIDF</td>
<td>13.07</td>
<td><strong>35.73</strong></td>
<td>15.34</td>
<td>37.81</td>
</tr>
<tr>
<td>RAW</td>
<td>12.61</td>
<td>27.88</td>
<td>14.93</td>
<td>36.45</td>
</tr>
</tbody>
</table>

Table 11.2: Correlation between association norms and syntagmatic word spaces.

11.3 Paradigmatic uses of context

As can be seen in Figure 11.1, the correlation between word spaces produced with paradigmatic uses of context and human association norms grows with the size of the context windows. The correlation is smallest using \([P : 1 + 1, \text{CONST}]\) (4.17% for the strict evaluation and 12.74% for the lax one), and largest for the strict evaluation using \([P : 9 + 9, \text{CONST}]\) (8.76%) and \([P : 10 + 10, \text{AGG}]\) (6.05%). The
best results for the lax evaluation is produced using \([P : 8 + 8, \text{const}] \) (27.95\%) and \([P : 10 + 10, \text{AGG}] \) (18.38\%). Regarding weighting of the positions in the context windows, we can see that it has a pronounced negative effect on the overlap. Thus, it seems that wider context windows are preferable to use when reproducing human association norms.

**Figure 11.1:** Correlation between association norms and paradigmatic word spaces.

### 11.4 Comparison

The results from these experiments clearly show that syntagmatic uses of context produce word spaces with a much higher degree of correlation to a human association norm than word spaces produced with paradigmatic uses of context. The best result using paradigmatic word spaces (8.76\% for the strict evaluation using \([P : 9 + 9, \text{CONST}]\)) is far surpassed by the best syntagmatic word space (15.41\% for the strict evaluation using \([S : -, \text{BINARY}]\)).
This could mean one of two things: either that the association norms contain more syntagmatic than paradigmatic information, or that the word spaces produced with syntagmatic uses of context contain a fair amount of paradigmatic information. As I argued in the previous chapter, the latter hypothesis is likely to be correct to a certain extent. However, note that the small context regions outperform the large ones in this test, while the situation is reversed in the thesaurus comparison. If the assumption in the previous chapter is correct that small context regions yield word spaces that contain more specifically syntagmatic information than the ones produced using large context regions, it is more likely that it is the former hypothesis that is correct: the association norms contain more syntagmatic than paradigmatic information. In that case, these results demonstrate that small context regions yield more syntagmatic word spaces than large ones.
Chapter 12

Synonym test

“Inflammable means flammable? What a country!”
(Dr. Nick in “Trilogy of Error”)

In contrast to thesauri comparisons and association tests, synonym tests are very common in word-space research, no doubt because a synonym test was used for evaluation in the seminal paper by Landauer & Dumais (1997). In this paper, Landauer & Dumais used 80 test items from the synonym part of the standardized vocabulary test TOEFL (Test Of English as a Foreign Language). The synonym part of this vocabulary test is designed as a multiple-choice test, where the task is to identify the synonym to a given word from four given alternatives. An example of a multiple-choice question from the synonym part of the TOEFL is depicted in Table 12.1.

<table>
<thead>
<tr>
<th>Word</th>
<th>Alternatives</th>
<th>Synonym</th>
</tr>
</thead>
<tbody>
<tr>
<td>spot</td>
<td>sea</td>
<td></td>
</tr>
<tr>
<td></td>
<td>location</td>
<td></td>
</tr>
<tr>
<td></td>
<td>latitude</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>climate</td>
<td></td>
</tr>
</tbody>
</table>

Table 12.1: TOEFL synonym test for “spot.”

Execution of a synonym test is easily implemented in a word-space framework. Since it is a multiple-choice test, it is straightforward to calculate the vector similarity between the context vector for the given word and the context vectors for the provided alternatives, and to select the most similar alternative as synonym. This type of test is well-defined and nonparametric (i.e. the test itself involves no
parameters), which makes it reliable and easy to use for comparison of different word-space algorithms, of different parameter settings, and also of different uses of context. In addition to this, most published experiments tend to use the exact same test set — the 80 multiple-choice TOEFL items that were used by Landauer & Dumais (Landauer & Dumais, 1997; Levy et al., 1998; Karlgren & Sahlgren, 2001; Turney, 2001; Rapp, 2003).¹

In contrast to the thesaurus comparison and association test, the TOEFL synonym test is quite easy. With four alternatives, we can get 25% correct answers by simply guessing at random. Landauer & Dumais report that foreign applicants to American colleges average 64.5%, but they do not present any average results for native speakers of English. It seems reasonable to believe that those figures would be significantly higher. We should therefore expect to see much better results in these experiments than the ones reported in Chapters 10 and 11.

Another difference between the synonym test and the thesaurus and association tests is that it is perfectly feasible to construct a word space that solves a synonym test more or less impeccably while still not being a very good model of word meaning. The point is that we do not know anything about the actual neighborhoods in the word space by merely seeing the results from a synonym test, since the test only utilizes the relative distances between the context vector for the given word and the context vectors for the alternatives. As an example, consider the following word space:

```
  latitude  
  the      climate 
       parrot  thermonuclear 
  ethereal    spot  
         vascular    blue 
         sea  location 
               seven 
```

**Figure 12.1:** Fictive word space.

Now imagine that we use this space to solve the TOEFL item from the example above. Obviously, we would have no problem choosing the correct alternative, but is that fact really significant with regards to determining the quality of this particular word space?

On the other hand, whereas the thesaurus entries and association norms included both syntagmatically and paradigmatically related words, synonyms are

¹The 80 TOEFL items were kindly provided by Thomas Landauer.
12.1 Syntagmatic uses of context

thoroughly paradigmatic: they are the prime example of paradigmatically related words. Synonyms tend to not co-occur, except in very specific contexts, such as “\(w_1\) is the same as \(w_2\),” or “\(w_1\) means \(w_2\).” Rather, synonyms tend to co-occur with similar other words. As an example, both “bloke” and “lad” tend to occur in similar contexts, but it is fairly uncommon to see them co-occur. The same applies to “lift” and “elevator,” or “neighbor” and “neighbour.” Thus, we can expect that paradigmatic uses of context should yield better results on a synonym test than syntagmatic uses.

Amongst previously reported experiments using the TOEFL synonym items, we can note that LSA achieved 64.4% (36% without the use of SVD) on a different corpus (Landauer & Dumais, 1997). The fact that SVD increases the results in TOEFL experiments with LSA, which implements a syntagmatic use of contexts, further supports the hypothesis from Section 7.5 that the SVD approximates a paradigmatic use of contexts. By contrast, RI managed to reach 72% using the lemmatized TASA corpus and a 3+3 sized distance-weighted context window. Turney has reported a score of 73.75% using a probabilistic algorithm called PMI-IR (Turney, 2001), and Levy et al. (1998) reached 76% using the Hellinger distance metric\(^2\) and a small context window with probabilistic weights for the BNC. Rapp (2003) reports an astounding result of 92.5% correct answers, which was produced by applying SVD to a words-by-words matrix collected using a 2+2-sized window over a lemmatized and stop-word filtered version of the BNC. Rapp identifies three main reasons for his fantastic result: the size of his corpus, the preprocessing (lemmatization and stop-word filtering), and the use of paradigmatic contexts. To this can be added the use of SVD to restructure the co-occurrence data. His best result without SVD is 69% correct answers.

12.1 Syntagmatic uses of context

Since these experiments use a fixed test vocabulary of 400 words, they can be implemented in a comparatively efficient manner (it is not necessary to produce context vectors for all words in the data). I therefore use both the TASA and the BNC data in these experiments. As discussed in Chapter 8, the BNC does not directly allow for the use of large context regions, whereas the TASA can be used with both large and small context regions. The results are summarized in Table 12.2 below.

\[^{2}\text{The Hellinger metric is given by:}\]

\[\text{dist}_H(\vec{x}, \vec{y}) = \sum (\sqrt{x} - \sqrt{y})^2\]
Corpus | Transformation | \( S : + \) | \( S : - \) |
---|---|---|---|
TASA | BINARY | 58.75 | 51.25 |
TASA | DAMPENED | 56.25 | 51.25 |
TASA | Tfidf | 60 | 52.50 |
TASA | RAW | 53.75 | 51.25 |
BNC | BINARY | N.A. | 67.50 |
BNC | DAMPENED | N.A. | 67.50 |
BNC | Tfidf | N.A. | 67.50 |
BNC | RAW | N.A. | 63.75 |

Table 12.2: Percentage of correct answers to 80 items in the TOEFL synonym test for syntagmatic word spaces.

These results follow the same trend as the results in the previous chapters: transformation of the frequency counts leads to better results than using the raw occurrence frequencies. The worst result for both the TASA (using large context regions) and the BNC (using its small regions) is produced using raw frequency counts. Regarding the difference between the context regions, Table 12.2 shows that large context regions produce better results than the small ones for the TASA corpus. It would have been interesting to see what results a corresponding context region could have produced using the BNC data. The difference in the results for the small and large context regions is consistent with the assumption from the previous chapters that a smaller context region is more syntagmatic than a large one, and therefore yields worse result in a thoroughly paradigmatic test.

The best result on the TOEFL synonym test with a syntagmatic use of contexts is 67.50%. This result is reached using the BNC corpus with all tested transformations except the raw frequencies. The best result for the TASA corpus is 60%, using \( S : +, \text{Tfidf} \).

### 12.2 Paradigmatic uses of context

The relative efficiency of the synonym test means that I can experiment with different frequency thresholds for the paradigmatic uses of context. I did some initial experiments varying the low frequency threshold from 1 occurrence to 10 with absolutely no effect on the results. By contrast, there is a striking effect when thresholding high frequency words, as can be seen in Figure 12.2. The parameters for these experiments are \( P : 2 + 2, \text{const} \).

The best results for the TASA corpus are produced with an upper threshold of 15 000 or 13 000 occurrences. My version of the lemmatized TASA corpus
12.2. Paradigmatic uses of context

Figure 12.2: Percent correct answers on the TOEFL as a function of upper frequency thresholding for paradigmatic word spaces using the TASA (left graph) and the BNC (right graph).

contains 66,586 word types. Thresholding at 15,000 occurrences affects 83 word types (approximately 0.12% of the words), and leaves 66,503. The best results for the BNC corpus is produced with an upper threshold of 8,000 occurrences. My version of the lemmatized BNC data contains 317,961 unique words. Filtering at 8,000 occurrences removes some 0.4% of the vocabulary (1,346 word types), and leaves 316,615 unique words.

It is somewhat surprising that the larger of the two corpora requires a lower frequency threshold for high-frequency words. One possible reason for this could be that the larger data has a wider genre stratification. Our previous experiments in Sahlgren & Karlsgren (2005b), where we applied the density measure introduced in Chapter 9 to (amongst others) the TASA and the BNC corpora, showed a comparatively large difference in word-space density between these two data sets. The BNC received a higher density count than the TASA, which we interpreted as an indication that the BNC is topically more dispersed than the TASA. Such topical dispersal leads to “schizophrenic” distributional behavior that distorts the distributional representations for a larger range of high-frequency words. This points to one of the most serious weaknesses in word-space methodology: it cannot differentiate between several simultaneous distributions. When the data is topically dispersed, word-space representations may become hybrids of different, possibly unrelated, meanings. In the worst-case scenario, the context vector fails to properly represent any one of the meanings involved.

The results using frequency thresholding demonstrate that thresholding distributionally promiscuous words is beneficial for the word space when solving the TOEFL synonym test. Perhaps, then, upper frequency thresholding could improve the results using paradigmatic contexts in the other tests? Unfortunately, optimizing the frequency bounds for the other tests is computationally very expensive,
since they involve all words in the data (and not just a small test vocabulary as in the present experiment). I therefore do not use optimized frequency thresholds in the other experiments. For the TASA corpus, the threshold is set to 15,000 occurrences, and for the BNC to 8,000 occurrences.

12.3 Symmetric windows

In these experiments, I study the use of symmetric context windows that have the same number of window slots on the left and right side of the focus word. The size of the context windows range from 1+1 to 10+10. The results are summarized in Figure 12.3.

Figure 12.3: Percent correct answers on the TOEFL for paradigmatic word spaces using the TASA and the BNC.

The results clearly show that narrow context windows spanning only a few words on each side of the focus word produce the best results. This concurs in the results reported by Levy et al. (1998). The results decrease for both corpora when the windows grow wider. This indicates that a narrow context window is more
paradigmatic than a wide one. The reason for this seems obvious: the further away from the focus word we get, the more possible co-occurrences of the word is there. Recall from Chapter 9 that paradigmatic word spaces grow denser with the size of the context windows. This implies that there might be a correlation between the density of a paradigmatic word space and the amount of “noise” (i.e. chance occurrence events) it contains. When only looking at the immediately surrounding positions, there is a very limited set of possible words that could occupy them, and the resulting word space is consequently less prone to include chance occurrence events. In a sense, we could therefore say that the wider the context window, the more noise we get: the denser a paradigmatic word space is, the more chance occurrences it contains, and consequently the less paradigmatic it is.

A window spanning two words to the left and two words to the right (i.e. a 2+2-sized window) seems to be optimal for the TASA corpus, while a window spanning three preceding and three succeeding words (i.e. a 3+3-sized window) seems to be optimal for the BNC corpus. This (admittedly small) difference might be an artefact of the difference in size between the corpora: the BNC corpus is ten times larger than the TASA corpus, which means that it provides better statistical evidence, and therefore facilitates the use of wider context windows. This suggests that there might be a correlation between data size and the optimal size of the context windows: small data sets require small windows; larger data sets can use larger windows.

It is somewhat surprising that the smaller TASA corpus generates a better top score than the ten times larger BNC data (75% vs. 72.50%). At the same time, the results for the BNC are more stable and do not decrease as drastically as the results for the TASA corpus when the window size increases. This indicates that more data makes wider window sizes more viable, but that the quality of the data is the decisive factor for the performance of the word-space model in this particular test setting.

Regarding the distance-weighting of the context windows, it seems that weighting is only beneficial for the outlier positions in larger windows. As can be seen in Figure 12.3, aggressive weights produce the best results for larger windows. This is not surprising, since aggressive weighting effectively removes the impact of the outlier positions, so that the aggressively weighted windows are comparable to the 2+2-sized or 3+3-sized windows with constant weights. This further supports the assumption that narrower context windows are more paradigmatic than wide ones.

12.4 Asymmetric windows

It is not obvious a priori that a symmetric window is the best option. It might just as well be the case that the left or the right context is more important for
conveying distributional information. Again, since these experiments are efficient to execute, I can examine the effects of using only the left and only the right contexts. As with the symmetric windows, I use two different weighting schemes for the positions within the windows. Figures 12.4 and 12.5 show the results.

![Figure 12.4](image_url)

**Figure 12.4:** Percent correct answers on the TOEFL using only the left context for paradigmatic word spaces using the TASA and the BNC.

It is clear that asymmetric windows do not produce as good results as symmetric ones. The reason for this could be that asymmetric context windows rely on only half as much data as symmetric ones. However, the tendencies in the results are similar: it is the immediately preceding and succeeding words that are the most useful ones. The best result with a left-branching window is a 2+0-sized window (i.e. two words to the left), while the best result with a right-branching window is a 0+3-sized window (i.e. three words to the right). Trying a 2+3-sized window only generates 67.5%, which demonstrates that the optimal window size for the left and right contexts might not correspond to the optimal window size when both the left and right context are taken into account. Again, the results with the asymmetric windows concur in the observation that a narrow context window seems to be more paradigmatic than a wide one.
12.5. Comparison

If we compare the results produced from syntagmatic and paradigmatic uses of context, it is clear that the paradigmatic word spaces produce better results on the TOEFL synonym test. The best result produced in these experiments is 75% using \([P : 2 + 2, \text{const}]\) over the TASA corpus. In comparison, the best result produced from a syntagmatic use of context is 67.5% using the BNC with \([S : -, \text{BINARY}, \text{DAMPENED}, \text{TFIDF}]\). The fact that the smaller data generates a better top score for the paradigmatic word space, while larger data generate a better top score for the syntagmatic word space suggests that context quality is more important for paradigmatic uses of context, while context quantity might be more important for syntagmatic uses of context. These results alone do not warrant such conclusion, but they do indicate that this phenomenon deserves further study.

**Figure 12.5:** Percent correct answers on the TOEFL using only the right context for paradigmatic word spaces using the TASA and the BNC.
Chapter 13

Antonym test

“Ih! I mean: Ah!”
(Groundskeeper Willy in “Lard of the Dance”)

Since the last chapter featured a synonym test, it seems appropriate to also include an antonym test in the evaluation of word spaces. Whereas synonyms are words with the same meaning, antonyms are words with the opposite meaning. Both types of words are substitutable in context, but whereas synonyms retain the meaning of the utterance, antonyms reverse it. As an example, consider how the meaning of the utterance “he looked very alive” is affected when “alive” is substituted with “vital” (a synonym) versus “dead” (an antonym). This means that antonyms are, just as synonyms, primarily paradigmatically related words, which often occur in similar contexts.

However, antonyms have a tendency to become syntagmatic in topical contexts. As I mentioned in the previous chapter, synonyms can also become syntagmatic, but only in very specific contexts. By contrast, if one of the words in an antonymic word pair occurs in a text on a certain topic, it is not uncommon to encounter the other word as well. As an example, imagine that we talk about the migration patterns of a certain kind of fish, say beluga. If the word “deep” occurs in this context, as in “deep waters,” we will probably also encounter the antonym “shallow,” as in “shallow waters.” We can therefore expect to see good results in this test not only from paradigmatic word spaces, but also from word spaces built from large context regions.

13.1 The Deese antonyms

In order to test the ability of the word spaces to capture antonymy, I follow the procedure described by Grefenstette (1992a), who uses a list of antonym pairs
taken from work done by Deese (1964). Deese’s original list included 39 antonym pairs (see Table 13.1), out of which Grefenstette discarded six pairs because they were not correctly tagged in his data. I use 38 of the 39 antonym pairs in the following experiments. The pair “single–married” is discarded because the later word only occurs twice in the TASA.

<table>
<thead>
<tr>
<th>active–passive</th>
<th>dark–light</th>
<th>easy–hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>bad–good</td>
<td>bottom–top</td>
<td>happy–sad</td>
</tr>
<tr>
<td>high–low</td>
<td>long–short</td>
<td>old–young</td>
</tr>
<tr>
<td>right–wrong</td>
<td>sour–sweet</td>
<td>alive–dead</td>
</tr>
<tr>
<td>big–little</td>
<td>clean–dirty</td>
<td>deep–shallow</td>
</tr>
<tr>
<td>empty–full</td>
<td>hard–soft</td>
<td>large–small</td>
</tr>
<tr>
<td>narrow–wide</td>
<td>rich–poor</td>
<td>rough–smooth</td>
</tr>
<tr>
<td>strong–weak</td>
<td>back–front</td>
<td>black–white</td>
</tr>
<tr>
<td>cold–hot</td>
<td>dry–wet</td>
<td>fast–slow</td>
</tr>
<tr>
<td>heavy–light</td>
<td>left–right</td>
<td>new–old</td>
</tr>
<tr>
<td>pretty–ugly</td>
<td>short–tall</td>
<td>thin–thick</td>
</tr>
<tr>
<td>alone–together</td>
<td>far–near</td>
<td>first–last</td>
</tr>
<tr>
<td>few–many</td>
<td>single–married</td>
<td>inside–outside</td>
</tr>
</tbody>
</table>

Table 13.1: The 39 Deese antonym pairs.

### 13.2 Syntagmatic uses of context

Table 13.2 shows the results from syntagmatic uses of context. As can be seen in the table, the best result for the strict evaluation is produced using a large context region (28.95%). At the same time, there is more variation in the results for the large context regions over the different frequency transformations (10.53–28.95%) than for the small context regions (18.42–23.68%). This is true for the lax evaluation as well, where large and small context regions produce the same top result (47.37%), but where the small context region produces this exact same result for all transformations.

Note that the raw frequency counts outperform the other transformations using both large and small context regions, and that the difference to the other transformations is very large for the large regions. This might be explained by the syntagmatic tendency of antonyms in topical contexts. Raw frequency counts in large context regions seems to capture exactly this kind of topical co-occurrence patterns.
13.3 Paradigmatic uses of context

Table 13.2: Percentage of correct antonyms for syntagmatic word spaces.

<table>
<thead>
<tr>
<th>Transformation</th>
<th>([S: +])</th>
<th>([S: -])</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strict</td>
<td>Lax</td>
</tr>
<tr>
<td>BINARY</td>
<td>10.53</td>
<td>15.79</td>
</tr>
<tr>
<td>DAMPENED</td>
<td>15.79</td>
<td>36.84</td>
</tr>
<tr>
<td>TFIDF</td>
<td>15.79</td>
<td>21.05</td>
</tr>
<tr>
<td>RAW</td>
<td>28.95</td>
<td>47.37</td>
</tr>
</tbody>
</table>

Figure 13.1: Percentage of correct antonyms for paradigmatic word spaces.

Figure 13.1 demonstrates that there is a very small difference between the windows with constant weights and the aggressively weighted ones for the strict evaluation (28.95% using \([P: 3 + 3, 5 + 5, 9 + 9, 10 + 10, \text{CONST}]\) vs. 26.31% using \([P: 3 - 10, \text{AGG}]\)). The difference between the weighting schemes is larger for the lax evaluation, where the windows with constant weights produce the best result.
(52.63% using \([P : 6–10, \text{CONST}]\) vs. 44.74% using \([P : 4–10, \text{AGG}]\)). It seems that wider context windows are preferable in this task. A minimal 1+1-sized window produces inferior results for both weights in both evaluations.

13.4 Comparison

Comparing the results produced from syntagmatic and paradigmatic uses of context, we can note that the top score for the strict evaluation (28.95%) is produced by both syntagmatic and paradigmatic word spaces. For the lax evaluation, the paradigmatic uses of context windows with constant weights yield better results than the syntagmatic uses of context (52.63% vs. 47.37%). These results support the assumption that antonyms become syntagmatic in large contexts (thus the same top score for paradigmatic uses of context and for syntagmatic uses of large context regions in the strict evaluation), but are primarily related through the paradigmatic relation (thus the better results for the paradigmatic word spaces in the lax evaluation setting).
Chapter 14

Part-of-speech test

"Today we’re going to talk about predicates and predicate nominatives."
"Boring!"
(Edna Krabappel and Bart Simpson in “The Parent Rap”)

Rapp (2002) observes that paradigmatic word pairs typically belong to the same parts of speech, whereas syntagmatic word pairs, although they can belong to the same parts of speech, typically do not. This observation implies that it should be possible to test whether a word space contains syntagmatic or paradigmatic relations by looking at how many of the neighbors in the word space have the same parts of speech. The space that has most neighbors with the same parts of speech can be assumed to contain the most paradigmatic relations.

In order to test this idea, I select all words in the TASA with frequency above 50. I tag the words (n.b. not the data, but only a list of the words) using the freely available TreeTagger,¹ and use only the most frequent tag for each word type. I restrict the tag set to 9 different parts of speech: nouns, verbs, adjectives, adverbs, conjunctions, determiners, pronouns, interjections, and prepositions. I construct word spaces using untagged data, and extract the 10 nearest neighbors to each word. I then look at how many of the neighbors are listed in the tagged word list with the same part of speech as the word in question. I define a lax evaluation setting as only looking at the closest neighbor, and a strict evaluation setting as looking at all of the 10 nearest neighbors.

Miller & Leacock (1998) argue that the syntactic category of a word can be determined by only looking at the words in its immediate environment. An experimental result that supports this claim is the success of Eric Brill’s (1994) simple rule-based technique for recognizing syntactic categories without looking further

¹http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
than three words preceding or succeeding the focus word. This suggests that a narrow context window should lead to better performance in the part-of-speech test than using wide windows or context regions.

### 14.1 Syntagmatic uses of context

Table 14.1 shows the results from syntagmatic uses of context. As can be seen in the table, the small context regions generally lead to better results than the large ones. The only exception is the top score for the lax setting, where large regions yield 57.79%, while the small ones yield 57.56%. The difference is larger in the strict setting where small regions outperform the large ones with 53.37% vs. 52.57%. This superiority of the small regions is a tad surprising, given the assumption in the previous chapters that a small context region is more syntagmatic than a large one. Under this assumption, we should expect to see less neighbors with the same part of speech in word spaces produced with small context regions as compared to word spaces produced with large ones. However, I noted above that the part-of-speech test is not very precise, and that syntagmatic neighbors can belong to the same part of speech.

<table>
<thead>
<tr>
<th>Transformation</th>
<th>$[S: +]$</th>
<th>$[S: -]$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strict</td>
<td>Lax</td>
</tr>
<tr>
<td>BINARY</td>
<td>51.52</td>
<td>57.79</td>
</tr>
<tr>
<td>DAMPENED</td>
<td>52.57</td>
<td>55.91</td>
</tr>
<tr>
<td>TFIDF</td>
<td>51.72</td>
<td>56.84</td>
</tr>
<tr>
<td>RAW</td>
<td>52.29</td>
<td>55.98</td>
</tr>
</tbody>
</table>

**Table 14.1:** Percentage of words with the same part of speech for syntagmatic word spaces.

These results follow the same trend as the other ones with regards to the differences between the frequency transformations for the syntagmatic uses of context. Raw frequency counts are generally inferior, with the sole exception of the strict evaluation setting for the large context regions. Binary counts seem to be the best choice in this particular test.

### 14.2 Paradigmatic uses of context

Figure 14.1 shows the results from paradigmatic uses of context. It is obvious that narrow context windows yield better results than wide ones in this experiment.
14.3. Comparison

Aggressive distance weights clearly outperform the windows with constant weights when the window size grows wider, and there is hardly any difference between a 3+3-sized and a 10+10-sized aggressively weighted window. The fact that narrow windows and aggressive distance weighting outperform wide windows with constant weighting further strengthens the observation made in the previous chapters that a narrow context window is more paradigmatic than a wide context window.

![Figure 14.1: Percentage of words with the same part of speech for paradigmatic word spaces.](image)

14.3 Comparison

Comparing the results using syntagmatic and paradigmatic word spaces, it is clear that the paradigmatic space contains more neighbors with the same part of speech than the syntagmatic space. The difference is clearest when using \([P : 1 + 1, \text{CONST}]\) vs. \([S : - , \text{BINARY}]\) (72.94% vs. 53.37% in the strict evaluation, and 76.20% vs. 57.79% in the lax setting). The difference is not as striking when the window sizes grow wider (53.39% vs. 53.37% in the strict setting, and 61.10%
vs. 57.79% in the lax setting using \([P : 10 + 10, \text{CONST}]\) vs. \([S : −, \text{BINARY}]\). Thus, if Rapp’s suggestion is true that paradigmatic word pairs to a larger extent belong to the same part of speech than syntagmatic word pairs, these results clearly support the hypothesis that looking at shared neighbors captures paradigmatic information, while looking at co-occurrences captures syntagmatic information.

Levy et al. (1998) performed a similar experiment where they computed centroid vectors\(^2\) for 12 different parts-of-speech by combining the context vectors “from a very large number of different words” belonging to the parts-of-speech. They then extracted the 100 most frequent words from the 12 different parts-of-speech, and looked at whether the words’ context vectors were most similar to the centroid vector for the part of speech to which the words belonged. Levy et al. report very good results for their 12 sets of 100 words, and they observe the same trend that narrow context windows yield better performance than wide ones in this kind of “syntactic categorization” task.

\(^2\)A centroid is the average value, or the center point. A centroid vector is simply the vector resulting from combining, normally by standard vector addition, a number of vectors.
Chapter 15

Analysis

“Can somebody tell me what the hell is going on here?”
(Moe Szyslak in “The ITchy and Scratchy and Poochie show”)

The experiments reported in the previous chapters demonstrate that syntagmatic and paradigmatic word spaces produce consistently different results on a number of semantic tests. These differences support the hypothesis that syntagmatic and paradigmatic uses of context yield word spaces with inherently different semantic properties. However, it still remains unclear to what extent the word spaces contain syntagmatic and paradigmatic information, and which parameters influence this distinction?

In this chapter, I will further analyze the results reported in the previous chapters. Note that the actual performance figures are not very interesting in themselves; the fact that a word space has an 8.76% correlation with an association norm does not tell us very much in itself. I am not interested in producing as good results as possible on these tests (and even if I were, it is not obvious how we could know if a result is a good result). Rather, I am interested in what the tests can tell us about the semantic properties of the word spaces. Thus, I will first take a closer look at the effects of the different parameters for syntagmatic and paradigmatic uses of context. Do the parameters influence the semantic properties of the word spaces, or do they only have statistical effects that optimize a certain representation for a certain test? As should be obvious by now, the parameters do influence the results in these tests, but that does not necessarily mean that they influence the syntagmatic and paradigmatic information captured in the word spaces.

After having analyzed the effects of the parameters, I turn to a comparative analysis of the performance of the different word spaces. I then conclude the analysis with a brief review of related research.
15.1 The context region

Starting with syntagmatic uses of context, I have investigated two parameters for the production of syntagmatic word spaces: the size of the context regions, and the transformation of the occurrence counts. Table 15.1 shows the best-performing context region for each test and each evaluation metric. Note that it is often the same region that performs best for a particular test, regardless of which evaluation metric is used. The exceptions are the antonym test and part-of-speech test (same in the entry for the lax setting in the antonym test means that large and small regions produce the same top score).

<table>
<thead>
<tr>
<th>Test</th>
<th>Strict</th>
<th>Lax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesaurus</td>
<td>large</td>
<td>large</td>
</tr>
<tr>
<td>Association</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td>Synonym</td>
<td>large</td>
<td></td>
</tr>
<tr>
<td>Antonym</td>
<td>large</td>
<td>same</td>
</tr>
<tr>
<td>PoS</td>
<td>small</td>
<td>large</td>
</tr>
</tbody>
</table>

Table 15.1: The best context regions for syntagmatic uses of context.

For four out of five tests, large regions produce the best result. This may be explained by the observation that using large regions provides a better statistical foundation than using small ones. Recall from Chapter 9 that the density measure for a word space produced with \([S : +]\) was 0.23, while it was only 0.08 for a word space produced with \([S : -]\). This difference is a clear indication of the statistical contrast between context regions of different sizes.

It is only for the association test and in the strict setting for the part-of-speech test that small context regions outperform the large ones. Considering the statistical incongruity just mentioned, this is an important result. Since the association test is the only test that primarily measures syntagmatic relations, while the other tests are primarily paradigmatic, this result strongly indicates that using small — more linguistically motivated — context regions yields more syntagmatic word spaces than using large ones.

I admit, however, that the discrepancy in the part-of-speech test is baffling. A possible reason is that this test is a thoroughly paradigmatic test, and thus cannot be expected to give precise measures of syntagmatic information.
15.2 Frequency transformations

Table 15.2 summarizes the best frequency transformations for the syntagmatic uses of context. As with the context regions, the best transformations are more or less consistent across the evaluation metrics. The exceptions are small context regions for the thesaurus comparison, large regions for the association test, and large regions for the part-of-speech test. For the thesaurus test with small context regions, binary counts produce the best result for the strict evaluation, but dampened frequency transformation produce the best result for the lax one; for the association test with large context regions, dampened frequency transformation produce the best score for the lax setting; for the part-of-speech test with large context regions, dampened frequency transformation produce the best results for the strict evaluation, while binary counts lead to better results for the lax setting.

<table>
<thead>
<tr>
<th>Test</th>
<th>$S: +$</th>
<th>$S: -$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strict</td>
<td>Lax</td>
</tr>
<tr>
<td>Thesaurus</td>
<td>TFIDF</td>
<td>TFIDF</td>
</tr>
<tr>
<td>Association</td>
<td>DAMPENED</td>
<td>TFIDF</td>
</tr>
<tr>
<td>Synonym</td>
<td>TFIDF</td>
<td></td>
</tr>
<tr>
<td>Antonym</td>
<td>RAW</td>
<td>RAW</td>
</tr>
<tr>
<td>PoS</td>
<td>DAMPENED</td>
<td>BINARY</td>
</tr>
</tbody>
</table>

Table 15.2: The best frequency transformations for syntagmatic uses of context.

Note that binary counts tend to produce good results for the small regions, whereas TFIDF-transformations produce good results for the large context regions. This might not be all too surprising, considering the statistical differences between the different context regions. The binary counts used in these experiments use a single occurrence as cut-off point. It is arguable that this is sufficient for small context regions, but that one should use a higher cut-off point for large regions. The idea is that a single occurrence of a word in a large context region can be duly treated as a chance occurrence, and thus need not be taken into account (Katz, 1996). Instead, occurrences collected over large context regions can be discriminated by the use of a DF-related transformation. Such transformations have less effects when the context regions are many and small, since most words will occur in very few of these contexts. Finally, the superiority of raw frequency counts in the antonym test was explained in Chapter 13. To this can be added that the raw frequency counts performed substandard in all other tests.

1Very few — if any — real-world systems use raw frequency-counting.
15.3 The context window

I have also used two basic parameters for the paradigmatic uses of context: the size of the context windows, and the weighting scheme for the positions in the windows. Table 15.3 demonstrates which window sizes produced the best results for each test and evaluation metric. It is evident that different window sizes are optimal for different tests; narrow windows spanning only a few surrounding words seem optimal for the thesaurus comparison, the synonym test, and the part-of-speech test, while wider windows seem optimal for the association and antonym tests. The optimal window size is consistent over the evaluation metrics.

<table>
<thead>
<tr>
<th>Test</th>
<th>Strict</th>
<th>Lax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesaurus</td>
<td>narrow</td>
<td>narrow</td>
</tr>
<tr>
<td>Association</td>
<td>wide</td>
<td>wide</td>
</tr>
<tr>
<td>Synonym</td>
<td>narrow</td>
<td></td>
</tr>
<tr>
<td>Antonym</td>
<td>wide</td>
<td>wide</td>
</tr>
<tr>
<td>PoS</td>
<td>narrow</td>
<td>narrow</td>
</tr>
</tbody>
</table>

Table 15.3: The best window sizes for paradigmatic uses of context.

It is interesting to note that narrow context windows yield better results than wide windows in both the synonym and part-of-speech tests, which are the most paradigmatic tests in these experiments. In the association test, on the contrary, wide windows prove to be better. This indicates that word spaces produced from a paradigmatic use of contexts become paradigmatically more refined when using narrow context windows. It should be noted that a minimal 1+1-sized window only yields the best result for paradigmatic uses of context in the part-of-speech test. This indicates that the immediate context of a word, which tends to consists of words from closed grammatical classes, is viable for determining the syntactic category of a word, but not as good as the immediately surrounding content words for inferring (semantic) paradigmatic relations between words. A 2+2 or 3+3-sized window seems more viable for that purpose.

15.4 Window weights

Table 15.4 demonstrates that weighting of the positions in the context windows is suboptimal for every test except the part-of-speech test, and the lax setting in the thesaurus comparison. In the latter test, constant weighting produces the best result for the strict evaluation (7.78%), but the difference to the top score using aggressive weights (7.77%) is minute. For the part-of-speech test, aggressive
weights clearly outperform the windows with constant weights, demonstrating the superiority of very narrow context windows in this task.

<table>
<thead>
<tr>
<th>Test</th>
<th>Strict</th>
<th>Lax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesaurus</td>
<td>constant</td>
<td>aggressive</td>
</tr>
<tr>
<td>Association</td>
<td>constant</td>
<td>constant</td>
</tr>
<tr>
<td>Synonym</td>
<td>constant</td>
<td>constant</td>
</tr>
<tr>
<td>Antonym</td>
<td>constant</td>
<td>constant</td>
</tr>
<tr>
<td>PoS</td>
<td>aggressive</td>
<td>aggressive</td>
</tr>
</tbody>
</table>

Table 15.4: The best context regions for paradigmatic uses of context.

15.5 Comparison of contexts

This brief summary of the effects of different parameters for the syntagmatic and paradigmatic uses of context demonstrates that there is no single best parameter setting for all tests and all evaluation metrics. This does not necessarily mean that we are forced into the experimentalist fumbling usually favored in word-space research. Using the Saussurian refinement of the distributional hypothesis has made it possible to anticipate the effects of, e.g., the size of the context regions when collecting syntagmatic information, and the size of the context windows when collecting paradigmatic information. Admittedly, it does not provide answers to all questions we have about the effects of different parameters for the word-space representations. For example, the frequency transformations do not seem to have any obvious effects on the semantic properties of the word spaces, but they do influence the statistical properties of the representations. Such information-theoretic properties of word-space representations is the subject matter for an entire dissertation on its own.

<table>
<thead>
<tr>
<th>Test</th>
<th>Strict</th>
<th>Lax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesaurus</td>
<td>syntagmatic</td>
<td>paradigmatic</td>
</tr>
<tr>
<td>Association</td>
<td>syntagmatic</td>
<td>syntagmatic</td>
</tr>
<tr>
<td>Synonym</td>
<td>paradigmatic</td>
<td>paradigmatic</td>
</tr>
<tr>
<td>Antonym</td>
<td>same</td>
<td>paradigmatic</td>
</tr>
<tr>
<td>PoS</td>
<td>paradigmatic</td>
<td>paradigmatic</td>
</tr>
</tbody>
</table>

Table 15.5: The best-performing uses of context.
Turning now to the arguably central aspect of the experiments: the comparison between syntagmatic and paradigmatic uses of context. Table 15.5 summarizes the best-performing context type for each test and each evaluation setting. Note that syntagmatic and paradigmatic uses of context are optimal for different tests: syntagmatic uses of context clearly outperform the paradigmatic uses in the association test, but the situation is reversed for the synonym and part-of-speech tests. The difference is not as clear-cut in the thesaurus comparison and the antonym test, where paradigmatic uses of context outperform the syntagmatic uses in the lax evaluation setting, but not in the strict setting (same in the table means they produce the same top score). The fact that certain tests show a greater distinction between syntagmatic and paradigmatic word spaces is a good indicator of the extent to which a certain representation contains syntagmatic versus paradigmatic information.

The synonym and part-of-speech tests are clearly paradigmatic tests, while the association test is more syntagmatic. The antonym test is more paradigmatic than syntagmatic, but as I argued in Chapter 13, certain antonyms have a tendency to become syntagmatic in large contexts, which could explain the viability of the syntagmatic use of context in this particular test. The thesaurus comparison is the least precise test in these experiments, and it involves a considerable amount of both syntagmatic and paradigmatic information. This is clearly reflected in the results.

Table 15.6 summarizes the tests used in this dissertation, the semantic relations they primarily measure, the degree to which the relations are essential to the test (− and +), and the use of context that yields the best results in the strict evaluation settings.

<table>
<thead>
<tr>
<th>Test</th>
<th>Relation</th>
<th>Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesaurus comparison</td>
<td>both (−)</td>
<td>large region</td>
</tr>
<tr>
<td>Association test</td>
<td>syntagmatic (+)</td>
<td>small region</td>
</tr>
<tr>
<td>Synonym test</td>
<td>paradigmatic (+)</td>
<td>narrow window</td>
</tr>
<tr>
<td>Antonym test</td>
<td>paradigmatic (−)</td>
<td>wide window</td>
</tr>
<tr>
<td>Part-of-speech test</td>
<td>paradigmatic (+)</td>
<td>narrow window</td>
</tr>
</tbody>
</table>

Table 15.6: The tests used in this dissertation, the semantic relation they primarily measure, and the best-performing context.

I conclude this comparative analysis of the results from the experiments reported in the previous chapters with the observation that distributional information collected from co-occurrences in context regions seems to yield syntagmatic representations that are more refined when the regions are smaller, while distributional
15.6 Related research

The current investigation is not the first attempt to analyze word spaces in terms of syntagmatic and paradigmatic relations. Schütze & Pedersen (1993) compute syntagmatic and paradigmatic relations between words by using a directional words-by-words matrix similar to that used in HAL, which they transform using SVD. By using a directional matrix and SVD, they produce dimensionality-reduced vectors for both the left and right contexts of a word. The idea is then that paradigmatic similarity can be computed by comparing the left or the right context vectors, and that syntagmatic similarity can be computed by comparing the left and the right context vectors. The authors provide some examples of syntagmatic and paradigmatic pairs thus extracted but do not make any systematic evaluation of the approach, or of the differences between the vectors.

Rapp (2002) experiments with techniques to extract paradigmatic and syntagmatic relations between words. He uses narrow context windows for the paradigmatic relations, and a log-likelihood ratio to extract word pairs whose co-occurrence is significantly higher than chance for the syntagmatic relations. Rapp points out that using this kind of probabilistic approach for computing syntagmatic relations is far more efficient than using the word-space model. As evaluation of the extracted relations, he uses the TOEFL synonym test for the paradigmatic relations, and an association test (the Edinburgh Associative Thesaurus) for the syntagmatic ones. However, he does not make any systematic quantitative comparison between the two different techniques.

The only other experimental investigation of how different contexts influence the word-space model that I am aware of is Lavelli et al. (2004), who compare what they call document occurrence representation (DOR) and term co-occurrence representation (TCOR). The former is termed df(DF), and is defined as:

$$\text{df}(t_j, d_i) = \frac{V}{V_d}$$

where $V$ is the number of unique words in the data, and $V_d$ is the number of unique words in the document. This representation corresponds to the syntagmatic uses of context in this dissertation, but with the difference that the weighting scheme uses something we could call normalized word type count instead of the traditional IDF function as second term in the equation.

---

2Rapp concurs in my analysis in Chapter 11 that association tests are not very precise, and that association norms contain both syntagmatic and paradigmatic relations.
The other kind of representation used by Lavelli et al. is called TF/TF, and is defined as:

$$\text{TF/TF}(t_i, t_j) = \frac{\text{TF}(t_i, t_j)}{V_t}$$

where $\text{TF}(t_i, t_j)$ is the number of documents in which $t_i$ and $t_j$ co-occur, and $V_t$ is the number of unique words that co-occur with $t_i$ in at least one document. This representation corresponds to the paradigmatic uses of context in this dissertation, but with the difference that the context window is defined as an entire document, and the normalization is again a form of normalized word type count.

Lavelli et al. compare these two representations using term categorization and term clustering with WordNetDomains(42) as evaluation resource. The results are very clear: the paradigmatic (TCOR) representations outperform the syntagmatic (DOR) ones in both tests. Lavelli et al. hypothesize that the supremacy of the paradigmatic representation can be explained by its ability to “capture some phenomena related to semantic similarity better” than the syntagmatic ones. They also claim that the paradigmatic representations are more discriminative (as measured using a function based on mutual information) than the syntagmatic ones, and therefore constitute “inherently better features.”

Lavelli et al. are not the only ones who argue for the supremacy of paradigmatic uses of context. Stiles (1961) argues that syntagmatic uses of context only generate what he calls statistical relationships between terms, and that only a paradigmatic use of context can “project us beyond the purely statistical relationships and into the realm of meaningful associations.” Similar claims are made by Rubenstein & Goodenough (1965), Grefenstette (1992b), and Charles (2000).

These claims that paradigmatic uses of context capture semantic similarity better than syntagmatic ones do not seem compatible with the results presented in the current investigation. As can be seen in Table 15.5 above, syntagmatic word spaces outperform paradigmatic ones in several test settings, and most notably in the association test. It is arguable that Lavelli’s et al. experiment demonstrates the supremacy of paradigmatic uses of context for the semantic categorization task they defined, but that single experiment does not license the general conclusion that paradigmatic uses of context capture semantic similarity better than syntagmatic uses. Paradigmatic uses of context surely do capture one kind of semantic similarity better than syntagmatic uses, but the same thing can be said about the syntagmatic uses of context.

The experiments reported in this dissertation have shown that paradigmatic and syntagmatic uses of context generate representations that are viable for different types of semantic tests. Both types of context usage are therefore equally

---

3WordNetDomains(42) is a lexical resource that labels every word in WordNet (version 1.6) according to 42 general semantic categories (Avancini et al., 2003).
well-motivated, both empirically and theoretically. The choice of context usage is a matter of what type of semantic relation one wants to model: the syntagmatic or the paradigmatic type.

15.7 The semantic continuum

It is important to understand that the difference between syntagmatic and paradigmatic word spaces is not discrete. It is not a question whether a word space contains syntagmatic or paradigmatic relations, but rather to what extent a word space contains these relations. As we have seen in the experiments reported in this dissertation, word spaces produced with syntagmatic uses of context and word spaces produced with paradigmatic uses of context have a small — but still noticeable — overlap. We have also seen that certain contexts (i.e. small context regions) yield more syntagmatic word spaces, while other contexts (i.e. narrow context windows) yield more paradigmatic spaces. The difference between word spaces produced with different types of contexts is more like a semantic continuum, where syntagmatic and paradigmatic relations represent the extremities.

It is an interesting question whether it would be possible to accumulate a purely syntagmatic and a purely paradigmatic word space. However, even if we could hypothesize a method for producing such refined spaces, we would still be faced with the problem of how to evaluate them. As I noted in Chapter 8, the experiments used in this dissertation do not provide exact measures of syntagmatic and paradigmatic relations. It is another interesting question whether it is at all possible to construct tests that measure only syntagmatic or paradigmatic information. I leave these as open questions.
Part IV

Curtain call
Chapter 16

Conclusion

“Come on, say something conclusive!”
(Homer Simpson in “Sleeping with the Enemy”)

This dissertation has discussed the word-space model. More specifically, it has discussed what kind of meaning is modeled in the word space. The outcome of this discussion has been an identification of two different types of context usage, and an empirical investigation of the different word spaces they produce. The question what kind of semantic information does the word-space model acquire and represent? has been answered by syntagmatic or paradigmatic information, depending on how the context is used.

This means that we have now reached the end of the line. The theoretical foundations of the word-space model have been charted, and its empirical viability scrutinized. It is time to summarize and conclude this investigation of the semantic properties of the word-space model. First, a quick recapitulation of the highlights from the previous 130 pages.

16.1 Flashbacks

The background-chapters discussed the underlying theoretical assumptions (the geometric metaphor of meaning and the distributional hypothesis), the general word-space methodology (the notion of context vectors), and the most common implementations of word-space models (LSA, HAL and RI). I then discussed the problem how to evaluate word spaces, and concluded that we need a theory of meaning in order to be able to determine how good a model of meaning a given word space is. By excavating the origins of the distributional paradigm (the Cours de linguistique générale), I could infer such a theory of meaning in the form of
a structuralist dichotomy of syntagma and paradigm. This in its turn enabled an identification and characterization of two different types of uses of context for producing context vectors: syntagmatic use and paradigmatic use.

The foreground-chapters presented a number of experiments demonstrating the differences between syntagmatic and paradigmatic uses of context. The first experiment investigated the overlap between syntagmatic and paradigmatic word spaces, and showed that only a few percentage of the nearest neighbors occur in both types of word spaces. The rest of the experiments compared syntagmatic and paradigmatic word-spaces to thesaurus entries, association norms, a synonym test, a list of antonym pairs, and a record of part-of-speech assignments. All these tests showed a consistent difference between word spaces produced through syntagmatic uses of context and word spaces produced through paradigmatic uses of context. The last of the foreground-chapters analyzed and scrutinized the results from the experiments, and also provided a brief review of related research.

16.2 Summary of the results

On the theoretical side, I have argued that the word-space model uses the geometric metaphor of meaning as representational basis, and the distributional methodology as discovery procedure. I have argued that the word-space model is a model of semantic similarity, and that it is based on a structuralist meaning theory that posits two fundamental types of semantic similarity relations between words: syntagmatic and paradigmatic relations.

The empirical results presented in the third part of this dissertation have shown that syntagmatic and paradigmatic uses of context yield word spaces with different semantic properties. Syntagmatic uses of context yield more syntagmatic word spaces, while paradigmatic uses of context yield more paradigmatic spaces. The experiments have also shown that using a small context region yields more syntagmatic spaces than using a large one, and that using a narrow context window yields more paradigmatic spaces than using a wide window.

16.3 Answering the questions

I posed a couple of questions in Chapter 1, which I will now answer:

- **Is it at all possible to extract semantic knowledge by merely looking at usage data?** Clearly: yes. Although it is difficult to assess the absolute quality of the results from the experiments reported in this dissertation, they clearly demonstrate that the word-space model is capable of acquiring
semantic information from text data. I also reviewed other evidence of its viability in Chapter 5.

- Does the word-space model constitute a complete model of the full spectrum of meaning, or does it only convey specific aspects of meaning? The word-space model constitutes a complete model of meaning, if what we mean by “meaning” is a structuralist dichotomy of syntagma and paradigm. The answer to this question thoroughly depends on our meaning theory; if we believe that meaning is essentially referential, then the answer will be very different.

16.4 Contributions

The main contributions of this dissertation are the following:

- An identification and discussion of the three main theoretical cornerstones of the word-space model: the geometrical metaphor of meaning, the distributional methodology, and the structuralist meaning theory.

- A critical discussion of word-space evaluations, and the conclusion that we need a theory of meaning in order to devise semantically valid tests.

- The identification of syntagmatic and paradigmatic uses of context.

- The single most important contribution of this dissertation is the observation that syntagmatic and paradigmatic relations can be modeled by different uses of context when accumulating context vectors.

16.5 The word-space model revisited

I stated in the Introduction that I wanted to examine how far in our quest for meaning the word-space model can take us. As I have argued in this dissertation, that depends on what we mean by “meaning.” Admittedly, such an answer is a bit like ducking the question. I therefore feel obliged to discuss a few remaining concerns before concluding this dissertation on the word-space model.

We have seen that a word space can be more or less syntagmatic or paradigmatic to different degrees, and that the difference between a syntagmatic and a paradigmatic word space is not discrete. On the contrary, word spaces are semantic continua, in which these two types of relations coexist and interact. However, we have (at present) no idea of what the internal structure of the spaces looks like —
maybe word spaces have a common internal structure that can be utilized for different purposes, e.g. to differentiate between different types of relations within the word space; or maybe word spaces really do have a discoverable “latent” dimensionality, as suggested by proponents of factor analytical dimensionality-reduction techniques. The density measure introduced in Chapter 9 is one attempt at digging a bit deeper into the fundament of word spaces, but we have barely begun the scratch the surface on the internal properties of high-dimensional word spaces.

Furthermore, this dissertation has only been concerned with word meaning. However, we would expect of a complete model of meaning to be able to handle phrase-, clause-, sentence-, paragraph-, document- and text-meaning too. This brings the question of compositionality to the fore. Now, I am well aware that the subject of compositionality is not without controversy in the philosophy of language. I will not make a stand in this debate here, but merely ask whether the word-space model can handle such phenomena? Recall from Chapter 5 that word-space representations have been used for building text representations for a number of tasks, including text categorization and information retrieval, and that this is normally done by simply combining the context vectors of the words in the text. The algebraic nature of the word spaces makes combining context vectors very straightforward: we can simply use vector addition for producing centroid vectors. However, the fact that we can, and normally do, use vector addition for producing compositional representations based on context vectors does not mean that it is the best possible way to proceed. Combining vectors by vector addition effectively destroys the uniqueness of individual context vectors, and produces an average representation from several, possibly unrelated, distributional profiles. If anything, it is surprising that such a blunt use of vector spaces actually does work at times. Much more research is needed on how to best utilize context vectors for producing compositional text representations.

Regardless of the viability of the word-space model for producing compositional representations, it is currently one of the most attractive alternatives within language technology for producing computational models of word meaning. Having said that, I must admit that I have omitted to discuss one of the most unique and attractive properties of the word-space model: its flexibility and ability to continuously evolve over time. It would be greatly interesting to investigate how a word space evolves when subjected to a continuous data flow. I submit this topic as a suggestion for future dissertations.

16.6 Beyond the linguistic frontier

It cannot be stressed enough that the word-space model is a computational model of meaning, and not a psychologically realistic model of human semantic process-
The only information utilized by the word-space model is linguistic context, which, as we have seen in this dissertation, is a (theoretically and empirically) plausible methodology for acquiring computational representations of structuralist word meaning. However, it is arguable that human language users also use extra-linguistic context when learning, understanding, and using language. It is also arguable — in fact, both Saussure and Harris would insist — that human conceptual meaning involves much more than the structuralist dichotomy of syntagmatic and paradigmatic relations.

The extralinguistic evidence is not available to the word-space model. Viewed with the pretense of creating a cognitively realistic model of human semantic knowledge, this inability to reach beyond the limits of textuality is the single most disqualifying feature of the word-space model. This is perhaps most obvious with regards to the referential aspect of meaning; even though the word-space model might correctly associate “guitar” with “bass” and “lute,” it will not be able to reach into the world and pick out the right object.

In order for the word-space model to qualify as a model of human semantic processing, it needs to reach beyond the linguistic frontier into the realms of the extralinguistic world, and to include extralinguistic context in its representation. I do not believe that this is impossible in principle, although I do believe that it would require a radical innovation in how we define and use context for accumulating context vectors. Until that breakthrough, we should be wary about claims for cognitive plausibility.

I conclude this dissertation with a small advise to prospective word-space theorists. Whenever someone claims that their instantiation of the word-space model actually constitutes a viable model of human semantic processing, ask “how many senses does your model have?”
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