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Abstract 
 
This thesis describes bioanalytical methods for generating fingerprints 
of biological systems for extracting relevant information with (protein) 
drugs in focus. Similarities and differences between samples can reveal 
the hidden relevant information, which can be used to optimize the 
production and facilitate the quality control of such protein drugs 
during their development and manufacture. Metabolic fingerprinting 
and multivariate data analysis (MVDA) can also facilitate early 
diagnosis of diseases and the effects and toxicity of drugs. 
Protein-based drugs, produced from living sources (such as bacteria, 
yeast or mammalian cells) have been used to treat a number of diseases 
in humans. Currently, several protein drugs are available on the global 
market, and several hundred more are in clinical trials. Nevertheless, 
despite, the success of such biotherapeutics significant challenges 
remain to be overcome in maintaining their stability and efficacity  
throughout their production cycle and long-term storage. The native 
structure and functional activity of therapeutic proteins is affected by 
many variables from production to delivery, including variables 
associated with conditions in bioreactors, purification, storage and 
delivery. Thus, part of the work underlying this thesis focused on 
structural analysis of a protein drug (an antibody) using chemical 
labeling, peptide mapping, and evaluation of the charge state 
distributions of the whole protein generated by electrospray ionization. 
The other part focuses on non-targeted metabolomics with a view to 
optimizing the cell cultivation process and assessment of the drug’s 
toxicity. A combination of appropriate analytical methods and MVDA 
is needed to find markers that can facilitate optimization of the 
cultivation system and expression of the target proteins in early stages 
of process development. Rapid methods for characterizing the protein 
drugs in different stages of the process are also required for quality 
control (for instance, to ensure that between-batch variations are 
acceptable and denaturation does not occur during storage). 
In order to obtain high quality fingerprints analytical separation 
techniques with high resolution (such as high performance or ultrahigh 
pressure liquid chromatography) and sensitive analytical detection 
techniques (such as electrospray ionization, quadrupole or time-of-
flight mass spectrometry) have been used, singly or in combination. 
This generates large datasets. The datasets are therefore simplified and 
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modeled by MVDA, after preprocessing by noise reduction, peak 
detection and alignment. The chemometrics methods used in this work 
included Principal Component Analysis, Partial Least Squares 
regression and Linear Discriminant Analysis. 
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Introduction 
 
Human have always used substances that make them feel relaxed and 
stimulated. As time progressed, preparations were discovered (e.g. 
herbs, roots and mushrooms) that could be used to alleviate aches, 
pains and other ailments. These were all naturally occurring substances 
without refinement and isolation of specific compounds (drugs). 
Discovery and refinements of specific drugs to use in medicine 
occurred and was performed later by alchemists and medical 
experimenters (e.g. the discovery of ethanol and its refinement to use in 
medicine by a Persian chemist, physician and philosopher, Zakariā-ye 
Rāzi: (Persian: ای رازیѧѧѧѧѧ925-865 ,زآري) [1].  
There are strict requirements on today’s pharmaceutical preparations in 
all steps of development, production, delivery etc. From the first idea to 
pharmaceuticals introduction on the market, many expertises in 
different field of science (e.g. physiologists, physicians, biochemists, 
organ chemists, analytical chemist, toxicologists and etc.) are involved 
and collaborate. Many different challenges have to be overcome on the 
way. One of the challenges that analytical chemists commonly meet is 
the analysis of complex samples.  
Biological samples are generally complex, containing a wide range of 
compounds, in varying amounts, with widely differing chemical and 
physical properties, in a matrix containing salts, detergents and/or other 
potentially interfering substances. Thus, the analytical methods 
required to detect, quantify and/or characterize compounds of interest 
within them will depend on the physicochemical nature and quantities 
of both target analytes and other substances present in the samples. 
Typically, a single method will be insufficient to separate all types of 
analytes of potential interest, and interference from non-target 
substances, such as matrix compounds, can disturb the separation, 
detection and quantification of the analytes as well as the subsequent 
interpretation of the acquired data. Furthermore, the availability of 
instruments, cost, time and other practical considerations are factores 
that influence the choice of the analytical methods. HPLC and ESI-MS 
are some of the common separation and detection tools used for 
analyzing a wide variety of biological samples. 
Ideally, the applied preparation techniques should result in samples 
containing only the analyte(s) of interest in appropriate forms and 
concentrations in a solution that is suitable for both separation and 
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detection. Suitable separation and detection methods can remove the 
bulk of the potentially interfering compounds and matrix substances, 
although in the real world it is often virtually impossible to eliminate 
all of the unwanted constituents while retaining all their constituents of 
interest. Further, even if the selected methods can handle the sample-
related problems, there are still often problems e.g. associated with 
peak-shifts in LC-MS, chemical noise (caused by fluctuations in 
temperature, pH, concentrations of various substances etc.) and 
instrumental noise (with contributions from all of instrumental 
equipment used) [2]. The latter problems can also be overcome by 
suitable data processing and multivariate data analysis techniques, to 
some extent. Data processing and data analysis is therefore a very 
important part of the analytical chain in order to obtain relevant 
information. All steps prior to processing and analysis of the data are 
also of great importance for extracting reliable information, because 
generated data contain signals from multiple interferences, various 
kinds of chemical and instrumental noise and peak shifts, which may 
lead to loss of information, together with false positive and false 
negative results. Therefore, high quality data are essential for high 
quality information. In order to obtain high quality data, instruments 
with high resolution and sensitivity are essential, but not sufficient. 
Well-thought-out and carefully prepared experiments are also needed to 
extract reliable information. Therefore experimental design, analytical 
methodologies for fingerprinting biological samples and methods for 
extracting relevant information are described in this thesis. 
 
Summary of papers 
This thesis is based on four publications and is divided into three parts. 
Different issues with different analytical demands were addressed in 
each work. The first part (based on Papers I & II) is dedicated to 
methods for protein characterization by ESI-MS, particularly for the 
rapid characterization of therapeutic antibodies. The second part (based 
on Papers III & IV), discusses the application of two metabonomic 
approaches for screening, classifying and correlating the metabolite 
profiles of complex biological matrices. Finally, the third part (based 
on Papers I, II and IV) is intended to give a brief introduction to 
chemometric tools used in the work underlying this thesis. 
This thesis illustrates how to create useful fingerprints of biological 
samples using appropriate mass spectrometric approaches (peptide 
mapping, metabolic fingerprinting and analysis of charge state 
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distributions of proteins generated by electrospray ionization), in 
conjunction with multivariate data analysis. Accordingly, the objectives 
of the research described in the papers were to develop methods for the 
structural analysis of a monoclonal antibody, metabolic profiling of rat 
urine samples and the analysis of spent cell cultivation media using 
high-resolution analytical techniques. The main foci are on extracting 
information regarding the structure of therapeutic proteins in cell 
culture production systems, and data that can facilitate optimization of 
their production. 
 
The contents of the papers discussed in this thesis are briefly outlined 
below. 
 
In the studies described in Paper I, chemical oxidation was used to label 
an IgG1 monoclonal antibody in native and denatured conformational 
states. Peptide mapping (fingerprinting) and PCA was then used to 
classify them. 
In the studies reported in Paper II, the protein charge state distributions 
generated in nanoESI-MS, under the same experimental/instrumental 
conditions, were utilized as fingerprints to explore and classify, by 
PCA, the structural status of an antibody (in solution) produced by two 
different cell lines. 
Paper III presents methods for screening rat urine for biomarkers, 
focusing on highly hydrophilic compounds. Data processing and 
multivariate analysis applied in this work are described in an 
accompanying paper by H. Idborg et al. [3] (not included in this thesis). 
Paper IV reports analyses of the low molecular fraction of spent media 
used to cultivate cells producing a recombinant protein to identify 
correlations between the metabolic fingerprints and the quality of the 
expressed protein utilizing PCA and PLS regression. 
 
For convenience, the studies described in Papers I-IV are referred to in 
the following text as Studies I-IV. 
 



   



   

 

1 
 

Part one 
 

Protein characterization by mass spectrometry 
 

Based on Papers I and II 
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1.1 Protein samples 
 
1.1.1 Therapeutic antibodies 
Antibodies (also known as immunoglobulins, Ig) comprise a class of 
antigen-specific, immunological proteins that are classified into five 
isotypes (IgA, IgD, IgE, IgG and IgM). IgG immunoglobulins, which 
are the major immunoglobulins in normal human serum, are 
monomeric and have molecular weights of ca. 150 kDa. They consist of 
four peptide chains, two heavy chains and two light chains, held 
together with a total of four disulfide bonds. Each IgG molecule has 
two antigen binding sites (Figure 1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Schematic diagram of an IgG-Antibody. 
 
 
Recombinant technology has allowed the production of many protein 
drugs, which could potentially be used to treat diseases in humans [4], 
by living production systems, such as bacteria, yeast or mammalian 
cells. Currently, several protein drugs are available on the global 
market, and several hundred more are in clinical trials. 
Monoclonal antibodies (Mabs) are produced by a type of immune cell 
that all are clones of a single parent cell. Humanized Mabs (i.e. Mabs 
designed to circumvent clinical problems associated with immune 
responses to foreign antigens) have promising therapeutic applications, 
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as a result of their high efficacity and the establishment of robust 
technology to manufacture recombinant proteins [5].  
 
1.1.2 Protein conformation 
The conformations of a protein are heavily dependent on its amino acid 
sequence (primary structure) and the physicochemical characteristics of 
its microenvironment. In a hydrophilic solvent, most folded proteins 
have a hydrophobic core and the residues of polar chains are exposed to 
the surrounding environment. Some proteins must undergo post 
translation modification (PTM) before they can fulfill their functional 
roles. The final conformation of a protein in solution is a result of both 
covalent interactions (e.g. peptide and disulphide bonds) and 
noncovalent interactions (e.g. ionic bonds, hydrogen bonds and 
hydrophobic interactions) within the molecule and between the 
molecule and the solvent and sometimes other molecules. Disruption of 
these interactions often leads to alterations in their 3D-shape, which can 
expose hydrophobic residues that are normally located deep within 
them [6-7], and can also result in the loss of functional activity [8]. 
 
1.1.3 Protein produced by different cell lines 
Humanized monoclonal IgG1s are frequently subject to PTMs. The 
main PTMs associated with proteins are acetylation, amidation, 
glycosylation, phosphorylation, carboxylation and sulfation [9]. 
Glycosylation (i.e. the addition of polymers composed of 
monosaccharides) is the most widespread PTM associated with current 
types of therapeutic proteins [10]. The glycoprofile of glycoproteins 
may vary substantially depending on the cell line and cell culture 
protocols used to produce them, with consequent effects on their 
biological activity, conformation, stability and solubility [10-11]. 
 
 
1.2 Sample preparation prior to LC/MS 

analysis 
 
Sample matrices can pose considerable challenges in attempts to 
identify, quantify and/or characterize compounds of interest by liquid 
chromatography-mass spectrometry (LC/MS), or other analytical 
techniques, since interfering substances in them can dramatically 
reduce the resolution of LC, decrease the ionization efficiency of MS 
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and increase the resulting chemical noise, thereby increasing the limit 
of detection. Therefore, sample preparation is generally required to 
facilitate the isolation and concentration of compounds of interest from 
various matrix components, and hence the separation and detection of 
the analytes. Sample preparation techniques that may be applied 
include chemical and/or physical processes, e.g. oxidation and 
filtration, respectively. 
 
1.2.1 Chemical processing 
Typical steps in chemical sample preparation include addition of a 
group, a fragment or a whole molecule to a target analyte and/or 
degradation or decomposition of analytes into smaller fragments. 
Groups may be added either for labeling (to facilitate the detection of 
compounds of interest), or derivatization for various purposes (e.g. to 
introduce specific, functionalized groups to enhance separation, to 
increase detection sensitivity, to protect target molecule/groups and/or 
for molecular structure elucidation). A technique frequently used to 
degrade analytes (especially proteins) into smaller fragments is 
enzymatic digestion. Oxidation of proteins, for labeling, and enzymatic 
cleavage were applied in sample preparation in Study I. 
 
Oxidation of proteins by hydrogen peroxide 
Oxidation of proteins by peroxides occurs by non-site-specific 
reactions. Methionine (Met) residues in the proteins are the most 
susceptible to oxidation by all forms of reactive oxygen species [12]. 
The rate of oxidation of methionine residues is affected by many 
factors, e.g. the accessibility of solvent containing the oxidant and the 
residues close to methionines. In general, the reactivity of an individual 
methionine residue is greater if it is exposed to the solvent rather than 
being buried [13-14]. Oxidation by hydrogen peroxide was used in 
Study I to explore the conformations of the investigated Mab. 
 
Enzymatic digestion 
Specific cleavage of a polypeptide can be achieved by chemical or 
enzymatic methods. Cyanogen bromide (CNBr), which cleaves 
polypeptide chains only on the carboxyl side of methionine residues, is 
an example of a reagent that allows specific chemical cleavage. Trypsin 
also cleaves polypeptide chains highly specifically, on the carboxyl 
side of arginine and lysine residues when the following residue is not a 
proline residue. The peptides resulting from tryptic digestion are 
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typically of small average size, because of the high arginine and lysine 
contents of most proteins.  To cleave folded proteins, and obtain access 
to the residues hidden inside them, other steps are necessary before the 
cleavage. For a protein consisting of two or more polypeptide chains 
held together by noncovalent bonds, denaturing agents such as 
guanidine hydrochloride or urea are used to dissociate the chains and 
reducing agents such as dithiothreitol can be used to dissolve 
polypeptides linked by disulfide bridges. To prevent reduced cysteines 
reforming bridges they are alkylated with iodoacetate to form stable 
derivatives. Digestion is usually performed after denaturation, 
reduction of disulfide bonds and alkylation of the cysteine residues.  
 
Peptide mapping 
After protein molecules have been cleaved using specific enzymatic or 
chemical methods, the resulting peptides are usually separated 
chromatographically to obtain a “fingerprint” by “peptide mapping”. 
For reproducible fingerprinting, it is very important to perform all steps 
carefully, otherwise peptides of varying size may be obtained, e.g. if a 
disulfide bond is not always cleaved, resulting in the generation of two 
different peptides attached to each other after the tryptic digestion and 
(hence) different fingerprints for the same protein. Peptide mapping by 
LC/MS, which generates unique fingerprints for individual proteins, is 
used in protein characterization, and was applied in Study I to generate 
reliable fingerprints of a monoclonal antibody in different 
conformations for classification. 
 
1.2.2 Non-chemical processing 
Commonly applied non-chemical preparative methods include 
filtration, adsorption, phase partitioning and/or passage through media 
such as “ultra-filtration gels” in which the speed of migration of 
compounds depends on their size. In gel filtration small molecules are 
retained in pores in the gel, while macromolecules pass rapidly through 
it and are quickly eluted. Dialysis, which is a membrane liquid-liquid 
extraction technique, is another type of non-chemical process that can 
be used to separate macromolecules from other constituents of samples. 
In Study II, gel filtration was applied for buffer exchange, and in Study 
I ultra-filtration was used to stop the oxidation process mentioned 
above by washing out the oxidant through the filter. 
Another relatively new technique for protein sample clean-up prior to 
MS analysis is microfluidic electrocapture [15], in which analytes of 
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interest are separated from the matrix and interferents. Electrocapture 
has been shown to be especially useful for cleaning-up membrane 
proteins from detergents [16]. 
 
 
1.3 Mass spectrometry 
 
Generation of ions in gas phase from compound/complex of interest is 
a prerequisite for any mass spectrometry (MS) experiments. Mass 
spectrometers are typically composed of several parts: an ion source, an 
analyzer, a detector, data handling system. Vacuum pumps (rotary 
vacuum pumps in combination with turbo-molecular pumps) are also 
needed to provide high vacuum to avoid ion collision. Each of these 
parts is discussed below, focusing on mass spectrometry of large 
molecules. Ions generated in the ion source are transferred, separated 
and resolved in the mass analyzer (e.g. a quadrupole or time of flight 
system, see below). The ions that survive this journey and reach the 
detector (e.g. a photomultiplier, MCP) will be detected. The type of 
detector used should, of course, be compatible with the type of 
analyzer. A simplified schematic diagram of a mass spectrometer is 
shown in Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Simplified schematic diagram of a mass spectrometer. 
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1.3.1 Ionization (MALDI and ESI) 
There are two main methods for ionizing whole proteins: electrospray 
ionization (ESI) [17] (which will be discussed below) and matrix-
assisted laser desorption ionization (MALDI) [18], in which a laser 
beam vaporizes a spotted sample, dried on a metal target plate, and 
facilitates the ionization of compounds within it. The matrix often 
protects the biomolecules of interest from fragmentation by the direct 
laser beam, but some of the energy absorbed by the matrix helps ionize 
the analyte molecules (e.g. proteins) while still protecting them from 
the disruptive energy of the laser. These two different ionization 
techniques in MS (ESI and MALDI) were a part of the subject of Nobel 
Prize award in chemistry for 2002. 
ESI is a technique for transferring ions from a liquid phase to the gas 
phase. The ionization process occurs at atmospheric pressure and 
(often) ambient temperature (when applied to proteins). In ESI, a liquid 
is passed through a tiny conductive capillary, which is coupled to a 
high potential (for example, 3-5 kilovolts) relative to a counter 
electrode and thus creates a spray of the solution. The liquid normally 
contains the analytes and a volatile buffer, which is usually much more 
volatile than the analytes. An inert gas such as nitrogen is usually used 
as a carrier, nebulizing, gas which flows in the same direction as the 
sample, and another stream of a neutral gas, such as nitrogen, is passed 
across the front of the ionization source to help evaporate the 
uncharged solvent molecules neutral solvent in the droplets. 
Furthermore, ions are created by the addition of (a) proton(s) or 
cation(s) such as Na+, denoted [M + nH]n+ or ([M + nNa]n+), 
respectively, in positive ionization mode, or the removal of proton(s) or 
addition of anion(s) such as Cl-, denoted [M - nH]n- or ([M + nCl]n-), 
respectively, in negative ionization mode. Large molecules such as 
peptides and proteins give rise to multiply charged [M+nH]n+ ions in 
positive ionization mode and [M-nH]n- ions in negative ionization 
mode. ESI is preferred to MALDI for intact non-covalent analysis of 
macromolecular complexes, because the sample preparation in MALDI 
requires acidic conditions, which may disturb the intermolecular 
interactions that occur in solution. Additional advantages of ESI for 
analyzing macromolecules include the possibility of producing multiply 
charged ions of large analytes. This feature makes ESI suitable for 
analyzing large molecules/complexes when used in combination with a 
mass analyzer that has a limited m/z range.   
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Nanoflow ESI (nanoESI)  
NanoESI [19] is a low-flow version of ESI, in which a small volume 
(1-4 µl) of the sample dissolved in a suitable volatile solvent is sprayed 
through a thinner capillary (~ 1 µm inner diameter) using a sufficiently 
high voltage (ca. 700 - 2000 V). The flow rate of solvent using this 
procedure is very low (nl/min). NanoESI is a suitable choice for 
analysis of non-covalent complexes, because milder desolvation 
conditions are required as a result of the smaller sizes of droplets 
produced in the nanoESI source [20]. ESI and nanoESI generate similar 
types of spectral data for samples, so the subsequent data processing 
procedures are identical. 
 
Mechanism of ESI 
A critical issue concerning the ESI process is the origin of the charges 
carried by the gas-phase ions. It was originally suggested that the 
charge states observed in ESI-MS reflect the actual ionization states of 
the molecules in solution [21-22]. However, several lines of 
experimental evidence indicate that such a correlation between solution 
and gas phase charge states does not hold in general [23-25]. The ESI 
process can be described in three steps: production of charged species 
in droplets at the ES capillary tip as a result of oxidation-reduction 
reactions, shrinkage of the size of the charged droplets and formation of 
the gas-phase ions. Some parts of the mechanism are still not fully 
understood, particularly formation of gas-phase ions from charged 
droplets.  
When a very high electric field is applied to the conductive ES 
capillary tip, partial separation of positive and negative electrolyte ions 
in solution occurs. In order to obtain positively charged ions (in 
positive mode), the capillary is exposed to a positive electric potential, 
creating a deficit of electrons, which draws the negative ions inside the 
capillary (against the flow), while the positive ions are enriched at the 
surface of the liquid at the capillary tip. The “Taylor cone” formed by 
the liquid jet [26] is expanded as a result of repulsion of the positive 
ions at the surface and the force of the electric field. The tip of the cone 
is less stable where the surface tension is not able to hold the surface 
together, resulting in formation of individually charged droplets with 
positive charges at the surface. Initiation of the electrospray requires an 
electric field E0 with a threshold strength of [27]:  
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E

0
0

49cos2
ε

γ °
=       (1) 

 
where γ  is the surface tension of the liquid (0.030 and 0.073 N/m for 
acetonitrile and water respectively), 49° is the half-angle of the Taylor 
cone, 0ε  is the permittivity of vacuum and cr  is the outer radius of the 
emitter tip. As can be seen from the formula, the surface tension has a 
substantial influence on the electric field required for the onset of ES; 
the higher the surface tension of the liquid, the stronger the electric 
field required for occurrence of the ES process, e.g. water has higher 
surface tension than methanol, therefore small charged droplets form 
more readily when methanolic samples are analyzed than when the 
samples are aqueous. The droplets deform (as a consequence of the 
electric field) and evaporate during their progress toward the MS inlet, 
causing them to shrink while the charges remain. Hence, the charge to 
volume ratio increases until the Rayleigh stability limit [28] is reached, 
at which point the repulsion of the charges overcomes the surface 
tension and the droplets undergo Coulombic fission, resulting in 
smaller droplets, undergo further evaporation and fission and thus 
become very small. The timescale of gaseous-ion production is less 
than 0.5 ms, and the total residence time of charged droplets in the ESI 
interface is a few ms [29]. Two models have been postulated to explain 
the formation of gas-phase ions from the very small droplets: the ion 
evaporation model (IEM) [30] and the charge residue model (CRM) 
[31]. The IEM assumes that the gas-phase ions are emitted from the 
small droplets, while the CRM regards the gas-phase ions as products 
of the evaporations and fissions resulting in single ions. 
The consensus in the literature is that neither the CRM nor the IEM 
fully describe all experimental observations. Depending on the type of 
the analyte, one or the other, or both, may be involved in ion formation. 
For example, multiply charged globular proteins which are not 
denatured in the solution are probably largely produced by CRM, while 
ions of more open structures, such as denatured proteins, may be 
produced by both CRM and IEM [32]. 
 
A number of instrumental parameters influence the stability and 
efficiency of the spray, and thus the MS spectra generated. The applied 
voltage, curtain gas flow, the position and distances between the 
capillary and the counter electrode, the flow of the solution and the 
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inner diameter and shape of the spray tip are examples of parameters 
that can influence the efficiency of ionization and, hence, the 
appearance MS spectra. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.  Schematic diagram of the mechanisms of ion formation in ESI, 
according to two models for gas-phase ion generation by ESI: the ion 
evaporation model (IEM) and the charge residue model (CRM). 1, 2, 2A, 2B 
and 3 = Solvent evaporation and droplet fission in multiple steps, 2C= 
Solvent evaporation, 3A= ion evaporation. 
 
 
Charge state distribution 
Proteins acquire many charges during the ESI process, and the multiply 
charged proteins give rise to a series of peaks, in which adjacent peaks 
differ by one proton. The mechanism controlling protein charge state 
distributions (CSDs) is not yet well understood [25, 28]. However, 
compact conformations typically result in lower charge states (higher 
m/z values) than unfolded conformations of the same molecule. The 
charge attained by protein molecules during ESI is highly affected by 
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the 3D-structure of the proteins in the spray solution [33]. Two 
hypotheses have been formulated in attempts to explain these 
experimental results. The first is that the lower net positive charge in 
positive ESI of more compact protein molecules can be explained by 
the lower solvent accessibility of basic residues in native proteins than 
in denatured proteins [33]. The second hypothesis is that higher charge 
states in the unfolded conformations are stabilized by increasing the 
distance between charges of the same polarity in the proteins [34]. 
However, the compactness of the protein is only one of the factors 
affecting the CSDs. Since the detection occurs in a solvent-free 
environment, various gas-phase processes may also affect them [35]. In 
addition, both the instrumental settings (e.g. curtain gas flow rate and 
desolvation temperature) and experimental settings (e.g. pH and solvent 
surface tension) influence CSDs [36]. The mechanism of transfer of 
protein ions from the solution to the gas phase is not completely 
understood, but understanding the influence of experimental conditions 
on protein CSD is important in order to extract the structural 
information that they can contain. The desolvation temperature and 
amount of organic modifier used to decrease the surface tension of the 
solvent are just two examples of instrumental and experimental 
variables, respectively, that can affect protein stability during the 
electrospray process, resulting in proteins unfolding. The connection 
between structural compactness and the apparent charge state 
distribution allows the folding and unfolding of proteins during ESI-
MS to be tracked, provided that experiments are performed under 
tightly controlled instrumental and experimental conditions, since (as 
outlined above) both instrumental and environmental variables can 
strongly influence the results [36]. 
Protein CSDs generated by nanoESI can also be strongly affected by 
the geometry of the nanoflow needle, thus some needle-to-needle 
irreproducibility is to be expected [37], and minor conformational 
shifts, which cause slight shifts in CSDs, are difficult to distinguish 
from CSD-shifts caused by other effects [25]. 
CSDs were utilized in Study II to discriminate between a monoclonal 
antibody produced in two different cell lines, applying experimental 
and instrumental conditions selected to maximize the differences in the 
resulting CSDs of the protein. 
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Figure 4. Mass spectra showing the respective charge state distributions of 
IgG in native and unfolded states. 
 
 
1.3.1 Mass analyzer (Q and TOF) 
Mass analyzers separate and resolve the ions according to their mass-
to-charge (m/z) ratios using magnetic or electric fields in vacuum. 
Types of mass analyzer that can be used for protein structural analysis 
include quadrupole (Q), ion trap, time of flight (TOF), fourier 
transform ion cyclotron resonance and tandem (triplequadupole, Q-
TOF) instruments [38-39]. These mass analyzers have different 
features, and they differ in terms of mass accuracy, m/z ranges that can 
be transferred/isolated and mass resolution. A quadrupole setup 
consists of four parallel rods. Each opposing rod pair is connected to 
electric field and radio wave generating equipment, which provides a 
fixed positive and negative direct current (DC) and alternating radio 
frequency (RF). The gas-phase ions generated in the ion source are 
focused and passed along the middle of these rods, which can act as a 
“mass filter”, i.e. the combination of DC and RF potentials on the 
quadrupole rods only allow ions with a selected range of mass-to-
charge ratios to pass through the analyzer. Ions with other m/z ratio do 
not have a stable pathway and collide with the quadrupole rods, never 
reaching the detector. In 3Q systems the first and third quadrupoles (Q1 
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and Q3) act as mass filter, but the second quadrupole (Q2) is an RF-
only device and acts as a collision cell and can only transmit the ions. 
The ions passing Q1 are fragmented by colliding them with variable 
amounts of inert gas, such as Argon, Helium and nitrogen and differing 
collision energies. The degree of fragmentation is detemined by the 
applied voltage and type of collision gas. The resulting ions from the 
collision cell pass through to Q3 for filtering. A quadrupole is usually 
able to filter and transmit ions with m/z ratios up to 4000 Thomson 
(Th), and 12000 Th, respectively. 
In a TOF analyzer the ions are all accelerated by a high voltage, 
typically 20-30 kV, giving them approximately the same kinetic 
energy. The accelerated ions “fly” through a long field-free tube in 
vacuum, and ions with different m/z ratios reach the detector at the 
other side of the tube at different times. Thus, the time-of-flight can be 
used to determine the mass-to-charge ratio of the ions. Ions with large 
m/z ratios take longer time to fly through the tube than ions with 
smaller ratios, which results in ion separation. The time ions have to 
separate from each other depends on the length of the flight tube. A 
way to increase the path length, and thus the resolution, is to use a 
reflector. Ions with same m/z ratio coming from same target can have 
different speed, due to uneven initial energy distribution, when they 
from the flight tube enter the reflector, which they penetrate, and are 
stopped and reflected. Ions with higher kinetic energies (higher speeds) 
will penetrate deeper into the reflector before they are stopped and 
turned around, thus their flight times are longer than those with lower 
kinetic energies, which allows more peak separation. Theoretically, 
TOF has no m/z-range limitation for transmission of the ions; the 
limitation the low efficiency of the microchannel plate detector (MCP) 
for low-velocity ions, such as macromolecules. 
A TOF analyzer was used for separation of the peptides resulting from 
tryptic digestion in Study I and a Q-TOF was used for separation of 
whole proteins (~150 kDa) in Study II. 
 
Collisional cooling 
In ESI ions are generated in a flowing gas stream (jet) at atmospheric 
pressure and introduced into the mass spectrometer following staged 
pressure reduction. The larger ions and macromolecules (M > 50 000 
Da or m/z > 4000 Th) are usually difficult to detect, partly because of 
transmission losses when they are accelerated in the gas jet in the ion 
guide chamber (Q0). The transmission of ions with very high axial 
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energy may result in them partially or completely missing the detector 
[40-41]. To improve the ion transmission of large ions, the most 
common strategy is to operate the ion guides at higher pressure, called 
collisional cooling, which improves both the resolution and sensitivity 
of the Q-TOF MS. In Study II collisional cooling was used, by 
increasing the pressure in Q0 and Q2, for focusing and transmitting the 
antibody ions (m/z ≈ 6000 Th). The pressure in Q0 was increased by 
adjusting a valve in Q0 space. 
 
Given the higher pressure regime an additional benefit can be obtained. 
Ions that are not fully desolvated result in broader spectral peaks (lower 
mass resolution) and with increased detected masses because of the 
attached solvent molecules [42]. Increasing the collision gas (e.g. He) 
and the collision energy in Q2 results in higher resolution since 
collision with the gas promotes desolvation of macromolecules from 
solvent species, such as the buffer molecules (e.g. ammonium acetate). 
This occurs if the concentration of the volatile buffer is sufficiently 
high to efficiently out-compete other ions present in the samples, which 
are usually less volatile adduct-forming cations (such as Na+ and K+) in 
the ionization process. After entering the mass spectrometer, especially 
in the Q2 through collision with the gas molecules, the volatile 
molecules will separate from the macro ions, which results in higher 
resolution and narrower mass spectral peaks. Figure 5 shows how a 
volatile buffer at high concentration can promote the resolution of the 
ions, and the increase in the detected mass when the ion peaks are 
broader (less desolvated). 
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Figure 5. Nano-ESI mass spectra of the IgG1 in (A) 0.2 M, (B) 0.5M and C) 1 
M ammonium acetate buffer, pH 7. 
 
 
1.3.3 Detector (electron multiplier) 
Electron multiplier [43], photomultiplier [2] and microchannel plate 
(MCP) [44] are some of the types of detectors used in MS instruments. 
A process known as secondary electron emission is used in electron 
multiplier detectors. Ions that survive the journey through the analyzer 
and reach the detector hit a surface, causing release of electrons from 
the outermost area of the atoms (secondary electrons). Depending on 
the particle type, the angle and energy at which the ion hits the surface, 
different numbers of secondary electrons are released, and the more 
that are released, the stronger the response for the particle. Different 
types of ions induce different responses by the detector. The mass 
spectrum obtained for each ion depends on the ionization efficiency, 
focusing, transmission and response of the detector for that particular 
ion. An MCP is an array of a large number of miniature electron 
multiplier channels parallel to each other, which has a response time of 
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less than 1 ns and is able to detect many ions simultaneously. To 
enhance sensitivity, two parallel arrays of microchannel plates can be 
used, but use of more than two plates is not recommended because of 
the associated increases in noise. MCPs are appropriate detectors for 
TOF analyzers, which provide high resolution of separation and hence 
require a fast detector. 
 
 
1.4 Mass spectrometry and protein structural 

analysis 
 
Mass spectrometry has major biotechnological (e.g. studies of proteins, 
peptides [45], pharmaceutical (e.g. drug discovery and drug metabolite 
analysis; [46], clinical (e.g. drug testing; [47], environmental (e.g. 
water quality and food contamination monitoring; [48-49] and 
geological (e.g. oil composition analysis; [50] applications. The speed, 
specificity and sensitivity of mass spectrometry make it particularly 
attractive for rapid protein identification and characterization [51-52]. 
Here, however, the focus of the discussion is on the application of mass 
spectrometry for studying the characteristics and structures of 
therapeutic IgG1 proteins.  
A number of other structural techniques, such as X-ray crystallography 
[53], nuclear magnetic resonance (NMR) spectroscopy [54] and 
circular dichroism (CD) spectroscopy [55] are often currently used for 
structural and conformational analysis of proteins. These techniques 
provide complementary information regarding the structure and 
conformation of proteins, but they all have certain practical drawbacks. 
X-ray crystallography requires high quality crystals, which can only be 
formed from proteins of very high purity. NMR can be used to 
characterize protein molecules in concentrated solutions, but has only 
been applicable to relatively small proteins of at most 30-40 kDa. CD is 
an established technique for studying the secondary structure of 
proteins. The application of mass spectrometry in protein 
conformational analysis is relatively new, but MS can be applied in 
either of two ways for studying protein folding. One approach is to 
label proteins in a way that results in chemical differences depending 
on differences in their conformation. An example of this approach is 
hydrogen/deuterium exchange mass spectrometry (H/D-MS), in which 
amide protons in the protein undergo isotopic exchange depending on 
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solvent accessibility, which is directly related to protein structure [56]. 
Exchange of an amide proton with a solvent deuterium, referred to as 
hydrogen/deuterium (H/D) exchange, requires both solvent 
accessibility and breaking of the amide hydrogen bond [57]. Therefore, 
such sites that are involved in secondary structure and/or are not 
accessible by the solvent exchange more slowly, due to H-bonding 
interactions and shielded from the solvent, than those that are exposed 
and unbounded [58]. Thus, kinetic studies of protein folding and 
unfolding can be performed using ESI-MS in conjunction with on-line 
labeling [59-60]. In Study I two conformational variants of the same 
protein were probed using hydrogen peroxide oxidation in conjunction 
with peptide mapping by LC/MS analysis, and fingerprints with distinct 
differences were obtained for them. 
Another approach is to directly exploit protein CSDs generated by ESI-
MS to obtain information on the compactness and conformation of 
proteins in solution before they transfer to the gas phase. Compact 
conformations typically result in lower charge states (higher m/z 
values) than unfolded conformations of the same molecule. In a very 
general sense this technique (protonation during ESI) can be regarded 
as analogous to the covalent labeling methods mentioned previously. 
The previous methods (e.g. H/D exchange) cause modifications that 
can be precisely located in the protein by peptide mapping and MS/MS. 
In contrast, protonation of a protein during ESI does not yield regio-
selective information about changes in the conformation. CSD was 
used as a probe for classifying the same protein produced in two 
different cell lines in Study II. 
Mass spectrometry combined with ion mobility spectrometry (IMS), 
ion mobility-mass spectrometry (IM-MS), has recently been introduced 
as a new tool for structural analysis of protein complexes [61]. In IM-
MS ions are separated based on both their drift times in a gas-filled ion 
mobility chamber and their m/z ratios. Different molecules with 
different shapes, charge and volumes have different cross-sections; 
Molecules of the same charge with larger cross-sections have longer 
drift times. IM-MS offers valuable data that cannot be obtained from 
mass spectra alone, allowing (for instance) the separation of isomers 
and conformers. The latest version of an IM-TOFMS, which is 
commercially available from Waters, is a traveling-wave ion mobility 
spectrometer [62], called the Synapt HDMS.  
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2.1 Metabolic fingerprinting 
 
In a living organism diverse chemical reactions occur that allow the 
organism to grow, maintain life processes and interact with its 
environment. These chemical reactions (metabolism) result in large 
numbers of intermediates and end-products (metabolites) in widely 
varying concentrations. Metabolomics, which is the study of the 
metabolite complement of a living system, provides valuable 
indications of what has actually happened in the living system. The 
words “metabolomics” and “metabonomics” are often used 
interchangeably, although the former has been defined as 
comprehensive profiling, in which attempts are made to identify and 
quantify all the metabolites of a biological system [63], while 
'metabonomics' has been defined as the quantitative measurement of 
dynamic multiparametric metabolic responses of a living system to 
changes in endogenous metabolite levels that result from disease or 
therapeutic treatments [64]. Metabonomics is an effective tool and has 
great potential in toxicological studies and searching for biomarkers of 
diseases. Useful information can be obtained from defining different 
metabolomes and understanding how changes in the concentrations of 
metabolites relate to health and disease. The main challenges in 
metabolomic studies are posed by the dynamic changes in levels of the 
metabolites. The composition of small molecules in biological samples 
(constituent metabolites) is a metabolic fingerprint that is unique for a 
specific system at a specific time [65]. Such fingerprints are influenced 
by both the genome of the organism and exposure to environmental 
variables. NMR and LC/MS are typical analytical techniques that have 
been used for producing metabolic fingerprints [66]. The investigation 
of metabolites can be performed in either of two ways: targeted or non-
targeted metabonomics. Targeted analysis includes identification and 
quantification of pre-known metabolites or metabolite classes, while 
non-targeted metabonomics involves non-biased determination of as 
many metabolites as possible in biological samples. This part of the 
thesis is focused on analytical applications of non-targeted 
metabonomics. 
 
2.1.1 Biomarker 
A biomarker [67] is an indicator (in the form of a specific compound or 
combination of specific compounds) of a particular state of a biological 
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system. Biomarkers have been used (inter alia) in diagnosis, prognosis 
and toxicity studies.  Utilizing biomarkers for these purposes is highly 
convenient, since instead of examining the entire spectrum of 
components of complex biofluids, a single compound, or group of 
compounds, can be determined.  
A lot of work is involved in finding a validated potential biomarker, 
and collaborations between many researchers with expertise in different 
fields are generally required to identify a “good” (reliable and 
convenient) biomarker. Key objectives from an analytical perspective 
are to find robust relationships between relative levels of the 
compounds and (for instance) a particular disease, and to ensure that 
the variations are related to the disease rather than variations between 
individuals, or other factors such as the stress caused by the sampling 
or dosing if, for example, a drug has been administered to animals. 
 
 
2.2 Mammalian cell cultivation  
 
Cell cultivation is the process of growing cells under controlled 
conditions, for diverse purposes, but here it refers to the cultivation of 
bacterial, yeast or mammalian cells to produce a particular protein from 
a cloned gene. Various devices and systems can be utilized for this 
biotechnological process, called bioreactors. Mammalian cell lines have 
become increasingly important for producing recombinant therapeutic 
glycoproteins. The quality of the expressed protein in a bioreactor 
depends on many factors including (inter alia) the nutrients supplied 
(glucose, amino acids, vitamins, trace elements, compounds required 
for nucleotide and lipid biosynthesis, etc.), and many other 
environmental variables (such as temperature). The growth and 
production limitations depend on the availability of these nutrients and 
the accumulation of toxic metabolic by-products from the cells (such as 
ammonia and lactate) [68-69]. In order to design and control cell 
cultivation processes the pharmaceutical industry applies the process of 
analytical technologies (PAT) [70], the aims of which are to ensure the 
final product quality in an effective way. For this purpose, a good 
understanding of factors that contribute to productivity and the 
variability in cell cultures is important, and combinations of appropriate 
analytical chemistry and multivariate data analysis techniques are 
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important tools for screening or identifying important parameters for 
optimizing the cultivation process. 
Metabolic fingerprinting yields sample-specific patterns, which can be 
used: to classify proteins produced by cultures grown under different 
conditions, to facilitate characterization of samples, to identify 
appropriate markers that are indicative of the conformation of 
biopharmaceutical proteins during cell cultivation, and to acquire a 
better understanding of cellular metabolism. This methodology was 
used in Paper IV. 
 
 
2.3 Samples 
 
The biological samples used in the metabolomics studies this thesis is 
partly based upon consisted of rat urine and spent cell culture medium. 
Biological samples are usually complex and difficult to analyze 
because they contain large numbers of compounds, such as small 
metabolites, salts, proteins and lipids at various concentrations. Further, 
different biological samples carry different kinds of information. For 
metabolomics studies urine is a relevant biofluid to analyze, because 
the water-soluble waste of the body is filtered from the blood and 
excreted in the urine, hence urine contains various metabolites. The 
other advantages of using urine samples are that urine is produced in 
large amounts relative to most other biofluids, it is easy to collect and 
the amounts of proteins and lipids in urine are negligible. The main 
constituents of urine are water (which generally accounts for 95% of its 
mass), mineral ions and several organic compounds, including urea, 
sodium chloride and creatinine. In addition, there are many other 
compounds, mostly polar small organic compounds at substantially 
lower concentrations [71]. A difficulty associated with analyzing urine 
is that the composition of urine produced by a given individual varies 
diurnally and also depends much more strongly on the individual’s 
liquid-intake than blood or plasma, which have more stable 
compositions over time. Spent-cell culture medium is also a biological 
fluid; the difficulty with this matrix is that it represents both a source of 
nutrients and a waste matrix, containing both nutrients and eliminated 
toxic compounds. Proteins, lipids, salts, nutrients and metabolites are 
all likely to be present in such a matrix at varying concentrations.  
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2.4 Preparation of biological samples 
 
Various techniques have been used to prepare samples of diverse 
tissues and matrices composition prior to LC/MS analysis. The samples 
used in Study III all consisted of rat urine, and the objective was to 
separate as many compounds (both polar and nonpolar) as possible for 
screening. For this purpose, solid phase extraction (SPE) [72] was 
initially used to fractionate the urine samples into two fractions (polar 
and nonpolar), which were separately analyzed. The samples used in 
Study IV all consisted of spent cell culture medium and again the 
objective was to separate as many possible metabolites as possible, in 
this case using centrifugal filtering as a preparative technique. 
 
2.4.1 Solid phase extraction 
In solid phase extraction (SPE) liquid samples are passed through a pre-
conditioned solid sorbent bed, and compounds retained in the solid 
phase bed are thus separated from the other constituents, which pass 
through to the waste. More liquid is usually added to wash out the 
matrix remaining in the bed without disturbing the analytes of interest. 
The last step is eluting the analytes from the solid bed, which should be 
done effectively with low volumes of a suitable solvent. Otherwise the 
analytes will be diluted or present in an unsuitable solvent for 
subsequent analysis, e.g. by LC/MS. In such cases, the problems are 
addressed by additional steps for concentrating the analytes by solvent 
evaporation and/or solvent exchange. Wide ranges of sorbents and 
formats for SPE applications are available, and the technique can be 
used for either off-line or on-line preparation. SPE is usually used for 
clean-up, concentration and fractionation of samples. In Study III, SPE 
was used to fractionate the rat urine samples into two – retained 
(eluate) and non-retained (wash) – fractions. The stationary phase used 
in this work was a hydrophilic-lipophilic balanced copolymer SPE 
cartridge, which retains more polar compounds than C18 columns. The 
reason for analyzing both fractions (elute and wash) was that many 
polar compounds are expected to be present in urine. The fractions 
from the eluates and washes were subsequently separated on C18 and 
ZIC-HILIC analytical columns, respectively, which are discussed 
below. 
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2.4.2 Centrifugal filtering 
To separate the macromolecules from a sample, one of the options is 
ultrafiltration [73-74], in which hydrostatic pressure (generated by 
centrifugal force) is used to force species of a smaller than threshold 
size through a filter with pores of a suitable size, which retains 
particles/molecules larger than the pores on its surface. This technique 
provides a convenient way to remove the proteins and other 
macromolecules from samples. It is also suitable for concentrating 
macromolecules and/or for buffer exchange. In Study I (as mentioned 
before) ultrafiltration was used for washing out the oxidation reagent 
(to stop the oxidation) then the protein retained by the filter was 
recovered and analyzed further, while in Study IV the fraction that 
passed through the filter (containing small molecules) was collected 
and analyzed further. The fraction containing macromolecules (>10 
kDa) retained by the filter was also collected for further analysis, but 
these results are not reported here.  
 
2.4.3 Protein precipitation 
Another way to remove the proteins from biological samples is by 
protein precipitation [73], in which proteins are denatured directly in 
the initial biological samples and form non-soluble aggregates that 
precipitate. To denature and precipitate the proteins a water-miscible 
organic solvent (e.g. methanol, ethanol or acetonitrile) or a strong acid 
(e.g. trichloroacetic acid) can be used and the precipitant is removed by 
centrifugation. The drawback is that some small molecules that interact 
with the proteins may be removed together with the proteins. Protein 
precipitation was one of the protein removal methods evaluated in 
Study IV. However, small molecules were lost to a higher extent when 
protein precipitation was used compared with ultrafiltration. Therefore 
ultrafiltration was the method of choice for that work. 
 
2.5 LC/MS and metabolomics 
 
For metabolites in a state of flux, there is currently no ideal single 
detector. NMR and MS (often coupled to LC) have been frequently 
used for this purpose [75], but each has specific strengths and 
weaknesses. One of the main strengths of NMR is that the biological 
samples do not require treatment prior to the analysis, while MS can 
only be used to detect metabolites after they have been separated. On 
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the other hand, MS is very sensitive for metabolite detection and 
identification. Indeed, in terms of sensitivity MS is probably the best 
method, though absolute quantification of all individual compounds 
requires calibration curves for each compound, which is not realistic 
due to the large numbers of metabolites present in most samples, and 
the fact that many metabolites have not yet even been identified. 
LC/MS methods only provide relative values for each of the detected 
compounds (increases or decreases relative to a control or reference 
sample). Furthermore, there is no single separation method that works 
for all metabolites. However, combining separation and detection 
methods with high sensitivity and resolution can result in high-
resolution fingerprints, facilitating the detection of subtle metabonomic 
changes. 
LC is a suitable technique for separating analytes in an aqueous sample 
prior to quantitative analysis. Separation of compounds in LC is based 
on variations in the partitioning of the compounds between the 
stationary and the mobile phase, which affects the time (i.e. retention 
time, tR) each analyte takes to migrate from injector to the detector. It is 
very important to ensure that the migration path from injector to the LC 
column (where separation occurs) and from the column to the detector 
is as short and thin as possible to avoid peak broadening (which 
compromises quantification, causes peak overlap, and increases both 
the limit of the detection, LOD, and limit of quantification, LOQ). The 
tR is longer for an analyte that tends to partition more into the stationary 
phase than for other analytes that partition more strongly into the 
mobile phase. Use of a combination of different stationary phases and 
mobile phases of different compositions offers various separation 
modes and selectivity and tR, respectively. Other parameters that may 
affect results include the injection volume, flow rate and column 
dimensions (particle size, length and diameter). Normal phase, reversed 
phase (RPLC), ion exchange and hydrophilic interaction liquid 
chromatography (HILIC) are four different modes of separation [76]. 
Mobile phases with differing compositions are compatible with each of 
them. A higher pressure is needed to push the mobile phase through the 
packing of the column when the particle size is smaller, but the smaller 
the particles the more efficient the column will be. The pressure in a 
standard high performance liquid chromatography (HPLC) system can 
go up to approximately 5800 psi. By decreasing the particle size, speed 
and peak capacity can be extended to new limits, but the system must 
be able to handle substantially higher pressures. Hence, manufacturers 



 43

have developed “ultra high pressure chromatography (UHPLC)” 
instruments that are capable of handling back-pressures of up to 15000 
psi. [77-78]. UHPLC columns packed with particles smaller than 2 µm 
create high back-pressures that exceed the limit of traditional HPLC 
systems. One of the advantages of UHPLC over conventional HPLC is 
the capacity to increase the speed of analysis without compromising 
efficiency because the Van Deemter curves tend to flatten out at higher 
linear velocities, when using the smaller particles [79]. 
 
In Study III, two HPLC setups were used for the analysis of urine 
samples and in Study IV, UHPLC was used to analyze the low-
molecular weight fraction of the spent cell culture medium. 
The stationary phases used in Study III were C18 (RPLC) and 
zwitterionic chromatography-hydrophilic interaction liquid 
chromatography (ZIC-HILIC) columns [80]. The ZIC-HILIC column, 
which has a silica-based stationary phase with highly polar permanently 
zwitterionic substituents (thereby retaining a permanent aqueous layer 
on the stationary phase surface), has reversed selectivity compared with 
C18, i.e. the strongest RPLC solvents (nonpolar organic solvents) are 
the weakest HILIC solvents. Highly polar compounds that C18 
columns cannot retain can be retained by HILIC columns, hence they 
allow complementary separations to C18-based separations in 
metabonomic analyses.  
The stationary phase used in Study IV was an Acquity UPLC C18 
column, with a stationary phase based on high strength silica (HSS) T3 
(1.8 µm) [81] for separation of metabolites in the spent cell culture 
medium. This kind of stationary phase retains more polar compounds 
than Acquity UPLC C18, based on Bridged Ethyl Hybrid (BEH) 
particles [82]. The latter kind of stationary phase was used in Study I 
for the separation of tryptic-digested peptides.  
The number of metabolites detected by MS is increased when both 
positive and negative modes are used, and when metabolites are 
separated using both RPLC and HILIC. 
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3.1 Chemometrics 
 
Chemometrics, which refers to the application of multivariate 
mathematical and statistical tools to data obtained from chemical 
measurements [83], was used in several of the studies. The aim of the 
work underlying this thesis was to build a detailed picture of complex 
biological samples (fingerprinting), employing analytical methods and 
instruments with high sensitivity and resolution, as discussed in parts 
one and two of the thesis and the accompanying papers. Chemometrics 
was subsequently used for capturing the relevant information from the 
data, and this part is dedicated to the data analysis and chemometric 
methods applied. 
In a chemometric approach the experiments and analysis must be 
planned in such a way that the acquired data provide (modelable) 
information about the explored phenomenon. Hence, the measurements 
must in some way reflect the phenomenon of interest. It is important to 
remember that not even chemometrics can help if we seek information 
in an inappropriate place or in an inappropriate way! However, it is not 
always easy to be sure a priori if the data reflect the properties of 
interest; sometimes we want to know if there are relationships between 
the obtained data and the properties of interest. In such cases, validation 
of resulting models (which is always important) is especially vital. 
Figure 6 describes the common chemometric procedure, from defining 
a problem to drawing conclusions. For reliable conclusions much work 
and knowledge is required at every step. This part of the thesis 
describes design of experiments, preprocessing of the data prior to 
multivariate data analysis and classification methods employed in the 
studies included in this thesis. 
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Figure 6. Schematic description of a common procedure for solving 
complex problems from an analytical chemistry point of view. 
 
 
3.1.1 Design of experiment 
The aim of Design of Experiment (DoE) [84] is to obtain as much 
information as possible from as few experiments as possible. DoE is a 
good way to identify interactions between significant factors and 
optimal values of variables of the investigated system. The chosen 
experimental domain must span the important known variation. So, 
some knowledge about the experimental system is required in order to 
obtain a reasonably complete and reliable model. However, an ideal 
design is not always viable for practical reasons, particularly when a 
living organism is involved; since some settings of some variables will 
be impossible to apply in real life. In order to confounding by the non-
controlled phenomena, randomization of the experiments (collecting 
samples, instrumental analysis etc.) is needed.  
Important aspects to consider in each DoE are: experiments, factors, 
responses, the experimental domain and experimental design. A factor 
(X) is a controllable variable that is varied in a predefined interval (low 
and high level settings, denoted by “-” and “+”, respectively, with or 
without a center-point, denoted “0”). A response (Y) is a dependent 
variable that is measured. The experimental domain is the overall 
domain spanned by all the factors under investigation. There are many 
different types of experimental designs, and those used for screening 
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purposes differ from those used for optimization purposes. The aim of 
screening is to sift the important factors from the non-important ones, 
while the aim of optimization is to find settings of the important factors 
that will yield an optimum response. Therefore, screening designs 
generally include fewer experiments than optimization designs for 
“response surface modeling” (RSM). The experiments to perform, in 
terms of the permutations of varied factors, are selected according to a 
“factorial design”, of which there are various types. Examples of such 
designs for three-level RSM, including Box Benhken  and Central 
Composite Face (CCF) full or fractional factorial designs are shown in 
Figure 7. Different types of experimental design are described further 
elsewhere [85-86]. Experiments included in the Box Benhken and CCF 
designs are indicated by white circles and grey circles, respectively. 
Center points are experiments in which all the design factors are at their 
mean values. The factors (here pH, temperature and concentration) are 
varied in each experiment, and the response (signal) depends on the 
factors. The run order is randomized, since this is the best way to 
minimize systematic errors due to handling, instrument drift, etc. In 
some cases randomization cannot be applied, for example if changing 
design factors is very time-consuming, costly and/or difficult. This may 
be considered when analyzing the results and seeking systematic 
patterns. In experiment 1, the factor settings for pH and temperature are 
at their lowest respective levels in the experimental domain, while the 
concentration is at the middle of the interval.  The signal (response) is 
then measured and so on. 
 
The results of the experiments are used to calculate a regression model 
of the relationships between the factors (X) and the response (Y), 
which can be expressed by the following second degree polynomial 
equation: 
 
Y = A0 + A1X1 + A2X2 + … + AnXn + A12X1X2 + A13X1X3 + A23X2X3 
+ … + A11X1X1 + A22X2X2 + … + AnnXnXn 
 
where the regression variance is partitioned into independent (A0), 
linear (A1, A2, …, An), quadratic (A11, A22, …, Ann) and cross-product 
(A12, A13, A23, …) components to determine the fit of the function and 
the relative significance of each component. The ideal type of 
regression for fitting the data depends on the aim of the study and the 
dataset, e.g. if there are missing data and a large number of factors, 
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partial least squares (PLS) regression [83] is preferred to multiple linear 
regression (MLR) [87].  
A reduced central composite face (CCF) experimental design was used 
in Study II, for finding optimal experimental settings in order to 
distinguish conformational states of a protein produced by two different 
cell lines by their ESI-MS charge state distributions. Four variables 
were varied over three levels. Since variations in distribution of ESI-
generated charge states of proteins are to be expected, because of 
factors such as needle-to-needle variations, using different capillaries is 
very important to reduce the effect of this variation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. A) Graphical illustration of two experimental designs: Box Benhken 
design  (  ) and central composite face (CCF) (  ). Center points (  ) 
belong in the both designs, they are in triplicates. B) Experimental design 
with factor settings for each experiment by CCF design. 
 
 
 
3.1.2 Preprocessing of LC/MS data prior to multivariate 
pattern recognition modeling 
The data obtained from an observation in LC/MS analysis have three 
dimensions: retention time (tR), m/z and intensity. An observation with 
a specific m/z and tR can be regarded as the identity of an ion in LC/MS 
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data. The produced data (raw data) is a sum of a structured data and 
noise. The fraction of the raw data that correlates with the property of 
interest is structured data (contains information); everything else is 
noise. The amounts of data produced from LC/MS analyses have 
increased greatly over the years as a result of instrumental 
developments (which have provided higher sensitivity, accuracy and 
resolution). In non-targeted analysis, when every compound in a 
complex sample is of interest, it is more difficult to optimize the 
experimental methods regarding the matrix effects, thus stronger matrix 
effects on the resulted data are to be expected.  
The reasons for pretreating the data generally are to reduce the effects 
of the noise, simplify the data by reducing the dimensionality of the 
data and to improve the predictive ability of the model. The data 
interpretation is more time-consuming than the data acquisition and 
thus has traditionally been the bottleneck in LC/MS-based metabolomic 
studies. The data are often pretreated before modeling the dataset.  
For initial preprocessing of LC/MS data software is needed to compress 
the raw LC/MS datasets obtained (which are of mega- or giga-byte 
scale) and structure the data in a suitable format for applying pattern 
recognition methods; NetCDF is an example of a suitable format for 
further MVDA of the data. The next step is to reduce both chemical 
noise (caused by fluctuations in temperature, pH and concentrations 
etc.) and instrumental noise (which is a composite of noise from all of 
the instrumental components) [2]. Data points with the same m/z-value 
that are consistently observed may be contributions from the mobile 
phase. In Studies I and III an in-house program was used to produce a 
two-dimensional matrix from LC/MS data in NetCDF format. The 
software filters the data with a “two-dimensional finite impulse 
response filter” to improve the Gaussian shade of the peaks and reduce 
high-frequency noise. A peak list is then produced by position (m/z and 
tR) and intensity via automatic peak extraction. 
The complexity of the samples poses another great challenge in data 
processing for reliably comparing LC/MS data acquired from different 
samples. Various methods can be applied, for example peak detection 
and de-noising of LC/MS data [3], but all of the methods involve 
sacrifice of some information, and compromises that simplify the 
complexity of the datasets. Problems and state-of-the-art methods 
related to processing metabonomic datasets have been discussed in 
recent reviews by Åberg et al. [88], Listgarten and Emili [89] and 
Vandenbogaert et al. [90]. 
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Before comparing samples to find trends and correlations, peaks need 
to be aligned, i.e. the samples need to be synchronized, by sorting the 
data from each sample in such a way that datapoints originating from 
the same ion have the same identity (in terms of tR and m/z). This is not 
straightforward since shifts in m/z and the tR axis commonly occur in 
LC/MS analyses , thus the shifts may occur in both the tR and detected 
m/z of a given ion time because of instrument drift, variations in the 
chemistry of the separation system and stochastic (uncontrolled) 
variation. Analyses of complex samples generate large numbers of 
peaks, with many overlaps, making peak alignment very challenging, 
especially when samples of a biofluid with a highly dynamic 
composition, such as urine, are analyzed. 
There are several methods for aligning LC/MS data [88],. A common 
way for separating data of interest from the noise in LC/MS analysis is 
to detect the peaks (peak detection) and compare the peak list from 
each sample to each other. In peak detection the three-dimensional 
LC/MS data are converted into a peak list (in which each point 
indicates the intensity of a specific peak with a specific identity in 
terms of tR and m/z) consisting of one vector. Alignment can be applied 
to either raw data or the peak list. In the studies underlying this thesis 
peaks were aligned using peak lists. Retention times and mass windows 
can be used to align peak lists in such a way that peaks with the same 
retention time and m/z window in different peak lists are defined as the 
same peak. The chosen retention time window should be larger than the 
retention shift and the m/z window should be larger than the mass 
accuracy of the instrument. A complicating factor is that the shifts in 
retention time and m/z may vary at different places in the 
chromatograms and mass spectra, respectively. Further, overlapping 
peaks in both windows will be defined as the same peak, providing a 
further source of confusion and potentially increasing the number of 
apparently false negative results. In addition, using too small windows 
can result in false positive results. The width of the windows is optimal 
when replicates end up at the same place, while the distances between 
the replicates are shorter than those between the samples of different 
sample groups in a Principal Component Analysis (PCA) score plot, 
which will be discussed later. In Studies I and IV the LC/MS data were 
acquired using instruments with high resolution (UPLC-TOFMS), 
yielding many peaks along the m/z axis, since multiple peaks were 
generated for each ion arising from their 13C isotopes, which 
complicate the pretreatment and interpretation of the data. Peaks that 
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arise from the same ions may contribute to the modeling in the same 
way, and in the loading plot(s) resulting from this kind of data the 
corresponding peaks will most likely have the same angle in the 
loading plot.  
Various other data preprocessing methods can also be applied, all of 
which influence the results of chemometric analyses, and different 
types of pretreatment may give different score plots. Depending on the 
types of variables involved, different types of preprocessing can be 
used. The signal intensities in an LC/MS dataset depend on both 
response factors and concentrations of individual constituents. The 
response factors are affected by instrumental variation and 
chromatographic conditions (e.g. temperature and injection 
parameters). The variation in the data due to these factors is likely to 
obscure the compositional information in the following data analysis, 
and hence fingerprinting which is based on variations in concentrations 
of specific constituents. Normalization [91] is then required to be able 
to compare the metabolite levels in different samples, which is 
especially important when comparing samples of biofluids, in which 
the metabolite levels are not regulated, such as urine. In Study I, 
peptide mapping (fingerprinting) was utilized in the classification, and 
the repeatibility of the process was estimated by calculating coefficients 
of variation (CV) for certain peptides. Since the CVs were low for all 
samples, normalization was not used. In Study II, distribution of the 
charge states was used, and the relative intensities provided a way to 
normalize the data. In Study IV, in which spent cell culture medium 
was fingerprinted, normalization was not applied, since the appropriate 
normalization approach was unknown (and to avoid further increasing 
the complexity in data interpretation). In addition, the repeatability of 
replicates was sufficient for the purposes of the study. The other 
common preprocessing approach involves scaling and mean centering 
[91]. The scaling and normalization can be performed in several ways. 
Thus, understanding of their function is essential for correct 
interpretation of multivariate data systems. For an in-depth discussion 
of pretreatment of mass spectral profiles, see Arnenerg et al. [92]. Use 
of appropriate data preprocessing and reliable peak alignment methods 
facilitates subsequent multivariate analysis of the dataset. 
 
3.1.3 Chemometric models  
Experiments in chemistry are generally of multivariate nature, i.e. 
many variables are measured in a single experiment. For example, a 
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single LC/MS observation carries three measurements for each of many 
compounds: tR, m/z and intensity values. Some important terms in 
multivariate data analysis are variables and objects (samples). The 
variables characterize the objects and are generally divided into factors 
and responses denoted the data matrix X and dependent matrix Y, 
respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Illustration of the terms variables, factors, responses and objects.  
1, 2, …,  n-1 and n are the object-number. X1, X2, …, Xp-1 and Xp are the 
factor-number. 
 
 
 
One of the multivariate data analysis-based procedures that is 
commonly used in chemometrics is pattern recognition, for which 
several types of methods are available. 
 
Principal component analysis (PCA) 
PCA [93] is an unsupervised method for recognizing patterns in two-
dimensional data matrices; the corresponding method used for higher 
dimensional data matrices is parallel factor analysis (PARAFAC) [94]. 
The overall aims of these methods are to identify trends and highlight 
the similarities and differences in high dimension (multivariate) data 
matrices. PCA can only be performed on a single n х p data matrix 
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(denoted X), i.e. a matrix consisting of n objects (rows) and p variables 
(columns), where n < p. PCA is a linear mathematical transformation 
method that converts the data to a new coordinate system and projects 
the maximal variance of the data onto the first coordinate (first 
Principal Component, PC1), and the second greatest variance in the 
dataset to a second Principal Component (PC2), which is orthogonal to 
the PC1, and so on. If all variables are uncorrelated and there is no 
noise in the data, which is unlikely in chemical observations, the 
number of PCs required to explain all the variance is p. However, in a 
LC/MS dataset, for example, in addition to the huge amount of noise 
that will be present, many peaks will be attributable to the same 
compound and there will be correlations in signals from some 
compounds in a biofluid. In PCA the X data are decomposed into PCs 
consisting of a score vector (t) and a loading vector (p). One score 
value is assigned to each sample related to each PC and one loading 
value for each variable related to each PC. If two PCs are sufficient to 
describe the information in an n х p X data matrix adequately, the 
scores matrix (T) will be an n х 2 set and the loadings matrix (P) will 
include 2 x p calculated loadings: 
 
 
X = T · P´ + E  
 
where T is the scores matrix and has as many rows as the original data 
matrix, while P is the loadings matrix and has as many columns as the 
original data matrix. The number of the columns in the matrix T is the 
same as the number of rows in the matrix P and equals the number of 
significant PCs. E is the residual matrix (unexplained part), which has 
the same size as the original data matrix. 
 
Figure 9 illustrates the decomposition of matrix X by PCA using two 
PCs. Scores and loadings values in PC2 are calculated from the 
residuals matrix E1. 
 
X = t1p1´ + t1p1´ + E2 
 
PCA was used in Study I for the visualization and classification of the 
oxidized Mab in different conformations with respect to its peptide 
mappings, and it appeared to be a good method for this purpose, when 
it is (in broad outline) a rotation of the coordinate system. PCA was 
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also used in Study II for classification of the protein of interest in 
different conformations with respect to their charge state distributions 
in ESI-TOFMS and in Study IV for studying the metabolic 
fingerprinting of spent cell culture medium sampled on different days 
to observe clustering or separation in the sample set. The application of 
PCA in this dynamic study (media from different days) showed that 
samples obtained from different days could be significantly separated 
in order, from the earliest day until the last day in the series, along the 
first PC. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. Schematic diagram of the decomposition of matrix X by PCA using 
two PCs. 
 
 
Partial least squares (PLS) 
Multivariate methods that find relationships between two data matrices, 
X and Y, are generally called regression methods, e.g. partial least 
squares (PLS) regression , which is a supervised pattern recognition 
method. The objective is to predict the y-variables from the x-variables, 
thus the maximum covariance between Y and X is sought. PLS 
involves regressing the variances of X and Y in such a way that the 
correlations between X and Y are maximized. PLS regression has been 
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described in detail in the literature [83], so only a short description is 
presented here. In PLS, as in PCA, dimensionality is reduced by 
decomposition of the datasets into scores and loadings for both X and 
Y. In PLS calibration, the X matrix results in a scores matrix (T), 
loadings matrix (P), loading weights (W) and a residual matrix (E). 
The Y matrix results in a scores matrix (U), a loadings matrix (C) and a 
residual matrix (F). 
 
Y = BX + F 
 
where B is the PLS regression coefficients. 
  
B = W (PW)-1 C 
 
The process is schematically illustrated in Figure 10. PLS was used in 
Study IV for finding relationships between the metabolic fingerprints of 
the spent cell culture medium and the concentration of the active target 
protein, glucose, lactate and number of viable cells. Despite the 
complexity of the data and overlapping of some compounds in either 
m/z or tR, the PLS regression provided good correlations and high 
predictive ability for concentrations of active protein, glucose and 
lactate. However, the predictive ability for the model with respect to the 
number of viable cells was weak. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10. Schematic diagram of matrix X and Y by PLS regression. 
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Linear discriminant analysis (LDA) 
Linear discriminant LDA, also called Fisher-LDA, is a supervised 
technique for recognizing patterns in, and classifying, a set of 
observations into predefined classes by finding linear combinations of 
the initial variables that optimally separate two or more data classes. 
The objective of this classification technique is to maximize the 
proportion of between-class variance relative to the within-class 
variance in the dataset and thus maximize the separation by projecting 
the data obtained from samples into a space of low dimensions, i.e. to 
extract characteristics that only contain information that is relevant to 
the classification. Fisher-LDA has been thoroughly described 
elsewhere [95], but the procedure is schematically illustrated in Figure 
11 for classifying classes A and B. LDA was utilized in Study II for 
classifying the same proteins produced in different cell lines. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11. Linear discriminant analysis of two classes with equal covariance 
matrices. 
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3.1.4 Validation of the models 
It is very important to be aware that mathematical models provide a 
simplification of complex realities, rather than truly portraying the 
modeled realities. Hence, validation is a crucial step of modeling in 
chemometrics, since it provides indications of the reliability of 
conclusions that can be drawn from the modeling. Without validation, 
acquired models cannot be applicable in real life. Chemometric models 
can be validated in either of two ways. External validation is one 
approach, in which new objects (test sets) that have not been used in 
the model are applied.  The test set should be of known and suitable 
content. Use of test sets is recommended when large numbers of 
samples are available, and 30-50 % of the samples can be used as a test 
set, while the rest of the objects can be used in the training set for 
modeling. Internal validation is the other approach, in which objects 
that have been used in the modeling are also used in validation of the 
model e.g. cross-validation [96]. In cross-validation only a training set 
is required, but one (or a group) of objects is removed at a time. The 
object(s) that was/were removed is/are used to test the performance of 
the model on “new” data. Each time another object(s) is/are removed 
and used as “new” data, a new test of the predictive ability of the model 
is performed. The validation is performed by comparing the predicted 
and true values and used to estimate the goodness of the predictive 
ability of the model.  
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Concluding remarks and future outlook 
 
I started my PhD studies in Professor Sven Jacobsson’s research group 
by hunting for potential biomarkers for disease and drug toxicity by 
metabolic fingerprinting of biological samples, which resulted in two 
publications (one included in this thesis, Paper III). However, shortly 
after I started we also began characterizing protein drugs, prompted by 
rapid advances in the production and potential use of protein-based 
drugs. 
This section presents some concluding remarks concerning the 
characterization of protein drugs, e.g. monoclonal antibodies, and 
optimization of cell cultivation for the efficient production of protein 
drugs. 
Advances in genetics and genomics, including the sequencing of the 
human genome, have resulted in the development of new biological 
drugs to treat cancer and other grave diseases. Recombinant therapeutic 
protein technology is one of the fastest growing areas of the 
pharmaceutical industry. Mammalian cells are the dominant cultivation 
system, due to their ability to perform complex PTMs required for the 
stability and functionality of the proteins. However, PTMs also include 
unwanted modifications, e.g. oxidation, deamidation, variable 
glycosylation, misfolding and aggregation. These deviations from 
desired structures not only pose challenges for bioprocessing, but may 
also have undesirable consequences for the patient and can lead to 
immune responses to the protein drug. Detecting and preventing these 
modifications has become a major challenge for the biotechnology 
industry. 
In the papers included in this thesis, two different methodologies are 
presented for characterizing recombinant antibodies in different 
conformations and produced by different cell lines, respectively. 
Antibodies in different conformations were characterized using data 
from UHPLC/ESI-MS-based peptide mapping and PCA in Study I, 
exploiting differences in the rates of oxidation of specific methionines 
in two extreme protein conformations (native and denatured). This 
probing and all the other analytical methods used seem to provide 
appropriate methods for classifying conformational variants of the 
protein. Such investigation of levels of unfolding provides interesting 
indications of this method’s ability (and limitations) for detecting 
conformational changes. Comparison of the information acquired with 
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data generated by other structural analysis methods (e.g. CD and X-ray 
crystallography) can provide further indications of the potential utility 
and complementary information that this type of probing, in 
combination with peptide mapping (using UHPLC/MS) and MVDA, 
can supply. 
The other method, developed for characterization of the antibody 
produced by different cell lines using ESI charge state distributions 
combined with MVDA, also proved to be appropriate for distinguishing 
the proteins. Other researchers in the field of gas phase ions of 
macromolecules have found that CSD of macromolecules in ESI can be 
used to provide meaningful information on large-scale unfolding [97], 
but is not suitable for detecting subtle structural changes, therefore it 
would be interesting to combine our PTM profiling results from Study 
II with CD and X-ray crystallography data to obtain further, 
complementary information.  
Another interesting research area is investigation of the interactions that 
result in dimerization and polymerization of the protein drug molecules 
during purification and storage. These interactions could be studied 
using high mass ESI-Q-TOF or, even better, by a high mass ESI-Q-IM-
TOFMS/MS. 
Optimizing and controlling parameters in a cell cultivating process in 
terms of costs and the quality of expressed proteins etc. are highly 
laborious and costly. Extracellular metabolic fingerprints in a spent-cell 
culture medium showed good correlations with the protein quality data 
presented in Paper IV. Identifying the variables that strongly contribute 
to this correlation may be the next step toward finding relevant 
biomarkers. Since the cultivated cells produce proteins other than the 
target protein, fingerprinting of the high molecular fraction and 
including information regarding this fraction in cell profiles in more 
comprehensive analysis can provide useful information. Analyzing 
highly polar metabolites by HILIC and combining mass spectra data 
acquired in both negative and positive modes, can also offer more 
detailed and extensive picture of the reality. In addition, combining 
data from NMR and MS analyses could improve metabolic 
fingerprinting, since they are complementary techniques (NMR can 
detect compounds that either are not retained by the LC system or are 
not ionized in ESI, and MS can detect compounds at lower 
concentrations than NMR). Different techniques for fusing LC/MS and 
NMR data have been discussed in an article by Forshed at al. [98]. 
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Working in fields such as cell cultivation, metabolomics and the 
characterization of large proteins has assured me about the usefulness 
and necessity of multivariate data analysis for extracting relevant 
information. The multivariate projection methods PCA and PLS 
regression played a central role in these analyses, for finding trends and 
groups in data based on fingerprints and for relating protein quality in 
cell culture media to changes in extracellular metabolite fingerprints. 
Mass spectrometry combined with multivariate data analysis proved to 
be a powerful approach for characterizing proteins and metabolomic 
analyses. Hyphenating high-resolution techniques such as in 
UHPLC/ESI-Q-TOFMS increases the power of the method. Protein 
charge state distributions in ESI also carry structural information that 
can be used for characterization of proteins. 
To conclude, I see a bright future given the many potential applications 
and innovations in mass spectrometry coupled with other analytical 
tools for protein conformational studies as well as for fingerprinting of 
biological systems. For conformational studies of macromolecules, 
construction of MS instruments with more controlled parameters such 
as vacuum, needle position, temperature and gas flow rates, and etc. are 
needed, due to significant influence of these parameters on the quality 
of MS spectra. Utilizing fingerprinting of dynamic systems (e.g. 
biological systems) in pattern recognition is, in general, very useful and 
valuable. Online monitoring and measurements of the biological 
systems can therefore lead to more reliable and representative 
characterization of living systems. 
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