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Abstract  
 
Structure biology concerns the study of the molecular structures of biological 
macromolecules, such as proteins, and how these relate to the function. Protein 
structures are also of importance in structure-based drug design. In this thesis, the 
work has been carried out in two different projects. The first project concerns 
structural studies of proteins from the bacterium Escherichia coli and the second of 
proteins from five different herpesviruses. 
 
The E. coli project resulted in the structural characterization of three proteins: CaiB, 
RibD, and YhaK. CaiB is a type-III CoA transferase involved in the metabolism of 
carnitine. Its molecular structure revealed a spectacular fold where two monomers 
were interlaced forming an interlocked dimer. RibD, a bi-functional enzyme, catalyzes 
two consecutive reactions during riboflavin biosynthesis. In an attempt to characterize 
the mechanism of action of the N-terminal reductase domain, the structure of RibD 
was also determined in two binary complexes with the oxidized cofactor, NADP+, and 
with the substrate analogue ribose-5-phosphate. YhaK is a protein of unknown 
function normally found in low abundance in the cytosol of E. coli and was previously 
annotated to be a member of the Pirin family. However, some structural features seem 
to distinguish YhaK from these other Pirin proteins and we showed that YhaK might 
be regulated by reactive oxygen species.  
 
The Herpesvirus project resulted in the structural determination of two proteins, the 
SOX protein and ORF60 from Kaposi’s sarcoma associated herpesvirus (KSHV). 
SOX, a bi-functional shutoff and exonuclease protein, is involved in the maturation 
and packaging of the viral genome into the viral capsid and in the host shutoff of 
cellular proteins at the mRNA level. The SOX structure was also used for modeling 
DNA binding. The crystallization and preliminary structural studies of ORF60, the 
small R2 subunit of the ribonucleotide reductase (RNR) from KSHV is also discussed.  
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Introduction 
 
The role of proteins in living organisms is of fundamental importance since these 
macromolecules are involved in nearly all processes occuring in the cell. Proteins are 
the executors of various tasks in accordance to what is stipulated by the information 
encoded in the DNA of every cell (1). Based on structure, can proteins be broadly 
divided in three categories, globular, fibrous, and membrane proteins. Membrane 
proteins often serve as receptors or channels for compounds impermeable to the 
plasma membrane that separates the cell from its surroundings. Fibrous proteins are 
typically structural proteins, such as α-keratin, the major component of hair and nails. 
The cytoskeleton, which grants cells their shape and rigidity, is also composed of 
structural fibrous proteins. The third group of proteins, the globular proteins often play 
a catalytic or regulatory role. An important group of proteins is the enzymes that 
catalyze reactions that often are essential for cellular life. Typically, enzymes are 
highly specific and may only catalyze one or a few related chemical reactions. Upon 
catalysis, enzymes bind their substrate, the molecule they act on, in the active site, a 
region of the protein containing the catalytic residues needed for the reaction. 
Enzymes, like most other proteins, generally contain hundreds of amino acid residues. 
However, only a few of these bind the substrate, and even fewer participate directly in 
the catalysis. Besides substrate binding, proteins may also bind other molecules. 
Typically, the binding site of substrates as well as other molecules is located in a 
“pocket”, a depression on the protein surface. The binding partner may be a small 
compound or another protein molecule. Often, proteins interact in carrying out their 
functions by the formation of protein complexes, and enzymatic activity may be 
regulated by such protein-protein interactions. 
 
 
Proteins 
 
Proteins are polypeptides composed of amino acids, molecules containing an amino 
group, a carboxyl group, both bonded to a central carbon atom (Cα) (1). Every amino 
acid contains a specific side chain, also known as an R-group, that distinguishes it 
from the others. These building blocks of proteins are attached to one another by the 
formation of peptide bonds between the carboxyl and amino groups of adjacent 
residues in the biosynthesis of proteins. In this process, known as translation, the 
growing chain of a polypeptide is synthesized from the amino end, the N-terminus, to 
the carboxy end, the C-terminus. Every protein has a distinctive amino acid sequence, 
which is defined by the nucleotide sequence of the corresponding gene.  
 
In general, proteins are folded to form three-dimensional structures. The description of 
the structure and architechture of proteins often involves four different levels, primary, 
secondary, tertiary and quaternary structure (2). A protein’s primary structure simply 
is its sequence of amino acid residues linked to one another by peptide bonds. Next, 
distinct regions of the sequence comprising local structures, such as α-helices and β-
sheets, are described in the secondary structure of proteins. Such secondary structural 
elements are primarily stabilized by the formation of hydrogen bonds. The tertiary 
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structure of a protein concerns the spatial arrangement of the various secondary 
structure elements of the polypeptide chain. Typically, this is the level most commonly 
referred to when describing protein structure. Generally, the tertiary structure, or the 
fold of the protein, depicts the essential function of a certain protein. The formation of 
a hydrophobic core, in which hydrophobic amino acids are buried in the interior of the 
protein, is a major event in the stabilization of a protein fold. Other interactions that 
may contribute to the stabilization of the tertiary structure are salt bridges, hydrogen 
bonds and disulfide bonds. The description of the protein structure on a quaternary 
level concerns the formation of protein oligomers or complexes, in which two or more 
protein molecules, or subunits, bind to one another. The determination of a protein’s 
tertiary structure and/or the quaternary structure of a protein complex may yield vital 
insights concerning its biological function. However, protein molecules are far from 
being rigid. Typically, proteins have the ability to switch between different structural 
states, conformations, as they carry out their functions. For instance, substrate binding 
in the active site of an enzyme often induces a conformational change of the protein, 
which may affect its activity. Structural biology concerns the study of the molecular 
structure of biological macromolecules, such as proteins and nucleic acids. In this 
thesis, emphasis will be on protein structure. The study of protein structure is 
important, since proteins, which are directly involved in most cellular functions, is 
dependent on their fold to carry out their functions. 
 
 
The Structural Genomics Approach 
 
The vast quantity of data generated from various sequencing projects has paved the 
way for the emerging fields of proteomics and structural genomics (3). In general, 
structural genomics initiatives aim at increasing the protein structure universe by 
generating three-dimensional models of the greater part of all protein families (3,4). 
The construction of a comprehensive and accurate map of the protein structure space is 
dependent on experimental data of structural representatives from various protein 
families being combined with computational data, such as structure predictions (3). 
Needless to say, such an accomplishment will make an immense contribution to all 
branches in the life sciences. In practice, such an effort will require the experimental 
determination of at least one representative structure for every protein family, defined 
at a level of 30-35% sequence identity (4). Proteins and other biological 
macromolecules are too small to be observed by light microscopy. As a consequence, 
structural determination of these biomolecules has been dependent on the development 
of other methods, such as X-ray crystallography, Nuclear Magnetic Resonance (NMR) 
and Electron Microscopy. Each method has its benefits and drawbacks. However, X-
ray crystallography is by far the most commonly method used. It is also the method 
that has been used in the work described in this thesis, and thus serves as the 
foundation of this discussion. The process of generating high-quality models of protein 
structures involves several steps, such as: cloning of the coding sequence into an 
appropriate expression vector, expressing the protein in sufficient amounts and at 
purity levels required for structural studies, crystallization, X-ray data collection, as 
well as determination, refinement and validation of the experimental structure. In the 
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work that underlies this thesis, I have been involved in all these steps, with the 
exception of cloning. In the pursuit of going all the way from gene to a determined 
three-dimensional protein structure, there are numerous methods to choose between. 
Therefore, a “structural genomics approach” is often adopted, which takes advantage 
of high-throughput (HTP) methods at various stages to obtain results better, faster and 
in a systematic manner. Ideally, as each protein is different from the next, the optimal 
approach would be to design individual protocols for each target. However, this is 
often not feasible when working with many proteins. A major contribution from 
structural genomics initiatives is the information and experience that have been 
generated, especially for protein expression and purification, which has resulted in 
“consensus starting points” (5). Still, one has to consider that this outcome is 
predominantly based on studies of non-membrane cytosolic proteins and soluble 
protein domains. Although problems may arise at each and every step in this process, 
two major bottlenecks stand out from the rest, the production of soluble protein and 
protein crystallization.  
 
 
Protein Production 
 
Protein production includes protein expression as well as protein purification. As an 
expression host, the bacterium Escherichia coli has proved itself as a suitable 
candidate for the production of globular protein domains of both prokaryotic and 
eukaryotic origin (5). Apart from being one of the most studied model organisms, E. 
coli also evades some of the problems that often are associated with expression of a 
protein destined for crystallization, such as post-translational modifications. In 
addition, as a lot of effort has been invested in the improvement and optimization of 
this bacterium as an expression host, as much as 50% of full-length proteins from 
Eubacteria or Archaea may be expressed as soluble proteins in E. coli. However, for 
proteins of eukaryotic origin the corresponding number is 10%. The size of the protein 
also matters. If the molecular mass of the protein target exceeds 60 kDa, the likelihood 
to express the protein in a soluble form declines significantly. Failure to express 
proteins in a soluble form may be due to incorrect folding or to modification. Often, 
protein molecules in an insoluble form tend to aggregate to form inclusion bodies 
within the bacterium. External factors, such as induction time and temperature, may 
also have an influence on expression levels of soluble proteins.  
 
The purification of a protein target often employs the usage of affinity tags located in-
frame and in fusion with the protein of interest (5). Optimally, the tag will facilitate the 
initial capturing of the target protein without interfering with its biological activity. 
Typically, an N-terminal hexahistidine add-on tag may be combined with a clevage 
site for a sequence-specific protease allowing the tag to be removed. The choice of a 
hexahistidine tag offers several advantages, as it is moderately small and normally 
does not affect the solubility of the target proteins or other characteristics. 
Furthermore, using a hexahistidine tag permits the protein of interest to be purified 
using straightforward protocols by the means of immobilized metal affinity 
chromatography (IMAC) and has also been shown to play a neutral role in protein 
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crystallization. For the initial capture, IMAC is an advantageous method for several 
reasons. The method allows strong and specific binding of the target protein in 
combination with gentle elution conditions and it is also possible to fine-tune the 
selectivity of the method. As the levels of purity and concentration increases, many 
proteins may precipitate at physiological concentrations of salt. Thus, in order to 
maintain protein solubility and stability, IMAC may be carried out in buffer conditions 
with high ionic strength. In general, the capture of the target protein by IMAC is 
followed by an additional “polishing” step, typically carried out by size exclusion 
chromatography (SEC). SEC, which is also known as gel filtration chromatography, 
may be performed in a variety of buffer conditions, which may be useful in the 
preparation of a protein sample for crystallization trials. SEC also allows the 
oligomeric state of the protein sample to be determined, which may be of significance 
in protein characterization and also influence crystallization. A homogenous protein 
sample is characteristically attributed with a narrow and symmetric elution profile, 
while a broad and asymmetric profile indicates an inhomogenous and/or aggregated 
state. Generally, a protein sample that displays a high degree of monodispersion is an 
indication that it is less susceptible to protein aggregation, which may be a critical 
factor in protein crystallization (6).  
 
 
Crystallization and Structure Determination 
 
It has been shown that two thirds of all proteins submitted to crystallization trials will 
fail to generate protein crystals (7). In addition, of the proteins that do form crystals, 
only half may be optimized to form crystals of sufficient quality that will allow 
structure determination. Thus, in the course of going from a pure protein sample to its 
determined molecular structure, a success rate of merely 15% is estimated. Therefore, 
protein crystallization constitutes to be a major obstacle that deserves the utmost 
attention. A prerequisite for a well-diffracting protein crystal is that the protein 
molecules form well-ordered lattices in all three dimensions (6). The general belief is 
that the likelihood to form well-ordered lattices is greatly enhanced by imposing 
constraints in the conformational motion of the protein of interest. Frequently, the 
problems associated with protein production and/or crystallization is due to the 
modular structure of a protein, i.e. the arrangement of the individual protein domains 
(8). The description of the modular structure of large multifunctional proteins is 
typically portrayed as “beads on a string”, in which the components are composed of 
protein domains, autonomously folded polypeptide structures (6). In general, a domain 
comprises 50-150 amino acid residues. Multi-domain proteins are often associated 
with an inter-domain flexibility, as the individual domains often are connected by 
flexible and unstructured linker regions, an arrangement that severely decrease the 
likelihood to form crystals (6,8).  
 
It has since long been established that protein domains will crystallize better as well as 
produce better diffracting crystals relative to the corresponding full-length protein (7). 
Being regarded as “evolutionary units”, the study of protein domains is often 
interesting by itself (8). Consequently, large efforts have been made to develop 
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methods that will improve the production of protein domains amenable for 
crystallization. Removal of flexible regions, often located at the termini or between 
two domains, may increase the solubility of the protein of interest. Thus, in the pursuit 
of producing truncated versions of a protein target, it is of importance that these 
flexible segments, which may impede both protein production and crystallization, are 
identified (6). 
 
Traditionally, the domain borders are identified by limited proteolysis, performed 
under conditions that allow the native form of the investigated protein to be 
maintained (6). Thus, proteolysis is typically restricted to disordered regions, such as 
exposed loops and interdomain linkers. As regions that normally are susceptible may 
demonstrate a dramatic increase in resisting proteolysis upon binding of both small 
molecules (substrates, cofactors or inhibitors) as well as binding to a macromolecular 
partner, the method may also be useful in protein characterization (6,8). Alternatively, 
the domain borders may be identified by computational methods, such as secondary-
structure predictions (6). Having identified putative protein domains, the subsequent 
steps would be to clone the corresponding gene region, express, purify, and finally 
crystallize the protein fragment of interest (7).  
 
However, crystallization of protein fragments from proteolysis may also be the 
outcome of non-intended events, such as protease contaminants in the protein or 
crystalliztion solution (7). Consequently, structural genomics researchers have 
investigated the effects of in situ proteolysis, in which trace amounts of a certain 
protease, i.e. chymotrypsin, was added to the crystallization trial of the protein of 
interest. Most interestingly, this method was reported to be successful both for the 
proteins that previously had failed to form crystals at all as well as proteins that 
admittedly had formed crystals albeit not suitable for structure determination. As the 
sites of proteolysis were charted using mass spectrometry, all of the samples examined 
were found to have been proteolytically digested in the N- and C-terminal regions. It 
may be wise to optimize the method by varying the choice of protease, protein to 
protease ratios, digestion times, buffer conditions, as well as the temperature. In situ 
proteolysis was also utilized in part of the work described this thesis and is further 
discussed in paper V. 
 
 
Target Selection 
 
It has been estimated that if the structures of about 16,000 carefully selected target 
proteins were experimentally determined, useful and accurate atomic models could be 
generated for the greater part of all proteins (3). However, it has to be emphasized that 
this estimate is based on the assumption that an optimal strategy for target selection is 
employed. As it may be unlikely to achieve 100% coverage of the protein structure 
space, this estimate is also based on the aim to obtain correct models for 90% of the 
proteins. It has been shown that models based on a sequence identity below 30% 
display significant alignment errors, which results in further errors in the positions of 
main chain atoms, whereas models with a sequence identity exceeding 30-35% exhibit 
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comparatively low levels of alignment and structural errors (3,9). The number of 
experimentally determined structures necessary to cover the protein structure universe 
also heavily relies on the trustworthiness of the methods for homology modelling (3). 
As already mentioned, a critical issue is target selection. In the dawn of the era of 
structural genomics, many target lists focused on what is known as the “low-hanging 
fruits”, moderately small non-membrane proteins with few structural domains (8). 
Nevertheless, certain regions of the protein structure space will not be easy to cover, 
such as filamentous and membrane proteins, which typically pose severe problems 
regarding crystallization. Proteins with low complexity regions may also cause 
problems, as these regions may be unstructured unless interacting with putative 
binding partners. For instance, viral proteins have frequently been demonstrated to be 
partly disordered (10). Thus, the objectives nowadays (post structural genomics) are 
much more challenging, as the ambition is to confront more relevant albeit difficult 
biological issues (8).  
 
The work described in this thesis has been carried out in two different projects, each 
with its own agenda and target list. The first project is composed of proteins from the 
bacterium E. coli and the second is made up of proteins from five different 
herpesviruses. Thus, prior to the description of the two projects, a brief overview of 
microorganisms, with an emphasis on bacteria and viruses, will follow.  
 
 
Microorganisms- An Overview 
 
The term microorganism or microbe refers to organisms that are of microscopic size, 
typically to small to be seen by the unaided human eye (11). This diverse group of 
organisms, that are able to sustain life as single cells or cell clusters, include bacteria, 
algae, fungi, protozoa and also viruses. However, viruses are not cellular and 
constitute a matter of controversy as they fail to fulfil the criteria to be defined as 
living organisms. Instead, virus may be viewed upon as genetic elements that have the 
ability replicate independently of the genome of a host cell but not independently of 
the host cell itself. 
 
Microorganisms are inhabitants in all parts of the biosphere as long as liquid water is 
available, even in extreme environments such as hot springs, on the ocean floor, or 
even deep within Earth (11). Humans encounter microorganisms on a daily basis. 
Some of these encounters are undesired as certain microbes are pathogenic, causing 
diseases that may be harmful and even lethal to humans. In addition to human health, 
pathogens may also cause disease in other animals and in plants, which may have 
major impacts on economy and welfare of a society. On the other side, much of our 
daily consumables such as yoghurt, bread and alcoholic beverages, such as beer and 
wine, are due to the activity of various microorganisms. 
 
In fact, microbial activity constitutes a prerequisite for life on this planet, as 
microorganisms play a vital role in the decomposition of organic matter, which allows 
compounds such as carbon, nitrogen and sulfur to be recycled throughout the 
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biosphere (11). Microorganisms can be associated with all living organisms and often 
engage to establish close symbiotic relationships with higher plants and animals, with 
mutual benefits both for host and microbe. For instance, the normal flora of bacteria 
that reside on the skin and in the intestines of humans are beneficial for both parties 
(11). From a human perspective, these natural inhabitants may provide us with dietary 
supplements and also serve as a protection against other unwanted microorganisms. 
Nowadays, microbes are often exploited in many areas of biotechnologies as 
sophisticated industrial applications are utilized in the production of pharmaceuticals, 
food additives and chemicals. However, human exploitation of microorganisms is not 
a new phenomenon. In fact, humans have used microbes for thousands of years in their 
daily lives.  
 
The study of microbes may be fundamentally important as these organisms are able to 
to exist as autonomous entities and thus are equipped with a complete set of functions 
necessary to sustain life (11). Furthermore, as it has been shown that all living systems 
display similarities in metabolical pathways, microorganisms have often been used as 
model systems in life sciences. In order to grow and multiply, all living organisms 
require, next to access to water, a supply of energy and a carbon source. 
Microorganisms, such as bacteria, use various nutrients in the environment by 
transporting these compounds into the cell, either to be utilized in the formation of 
building blocks necessary for cell growth, or to be used as energy source. In the course 
of evolution, microorganisms have developed a variety of strategies to provide for the 
supplies of energy and carbon that are necessary and thus numerous solutions for the 
same problems have evolved.  
 
Viruses, on the other hand, are completely dependent on their hosts for their survival 
(11). Viruses are small, typically with a diameter between 20 and 300 nm, and hence 
their genomes are of limited size. The genome can consist of either DNA or RNA and 
it may be either single- or double-stranded. It has been suggested that a significant part 
of animal genomes may have viral origin (12). Most interestingly, some viruses have 
been shown to encode host proteins that are involved in cellular growth (11,12). This 
observation is of greatest interest as viral infections may stimulate cellular division and 
thus be involved in the formation of malignant tumours.  
 
 
The E. coli Project 
 
The main idea behind the E. coli project is relatively straightforward: to determine the 
three-dimensional structure of E. coli proteins of which eukaryotic homologues exist. 
The selection of the targets was primarily based on their involvement in processes of 
fundamental biological relevance, such as enzymes regulating basal metabolism. In 
addition, the targets had to fulfil certain other criteria. The proteins should all be 
soluble, thus not contain any predicted transmembrane helices. Another matter was the 
size of the targets. Small molecules are more likely to form crystals, as larger and 
more complex molecules are more inclined to form many different intermolecular 
contacts (13). Still, it was important that the size of each target was not to small so that 
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its molecular structure could be determined by other methods, such as NMR. Finally, 
no structures of the targets or their homologues were to be available in the Protein 
Data Bank (PDB).  
 
Traditionally, E. coli has been the model organism of choice in life sciences (14,15). 
As all organisms share a common origin, the study of a model organism may aid 
answering fundamental questions of high biological relevance. Throughout evolution, 
central metabolic pathways have been conserved to a high degree. The selected life 
form may be examined in detail, in the hope that the findings may be valuable in a 
generic context. Thus, the use of model organisms constitute a central issue in research 
investigating potential causes and/or treatment for human diseases, as the 
corresponding experiments on humans would be neither practical nor ethical. The vast 
amount of information gathered from E. coli has resulted in a comprehensive 
understanding about the biology of this model organism (14). For some time now, the 
attempt to conduct systematic structural investigations of complete prokaryotic 
proteomes has been part of the agenda of structural genomics (16). As free-living 
organisms, such as E. coli, contain genomes encoding a complete set of functions for 
maintaining cellular life, the structural determination of the corresponding proteome 
would be an invaluable asset. Such an achievement would be of great value in the 
clarification of protein functions that may not be determined from sequence alone. At 
present, hundreds of bacterial genomes have been sequenced (14). Yet, functional 
annotation of the corresponding gene products has still not been completed. The 
genome of E. coli is no exception and the functional assignment of the genes of 
unknown functions constitutes an important challenge in the functional genomics of 
this organism (14,15). Achievements in this field will not only aid functional 
assignment in other organisms, but may also result in the revelation of new 
physiological and biochemical pathways (14). The E. coli protein YhaK represents 
such a protein of unknown function and is further discussed in Paper III.  
 
Furthermore, a number of E. coli strains have been identified as pathogens for humans 
and animals (15). Fortunately, certain metabolic pathways may be exclusive for 
bacteria and not found in higher organisms. Such pathways specific for bacteria may 
involve enzymes without counterparts in higher organisms, such as humans, which 
may serve as targets for structure-based anti-bacterial drug design (16). Thus, a 
comprehensive understanding of this organism may allow the identification of new 
key targets amenable for the development of novel therapeutic methods in the 
treatment of bacterial infections (14-16). The bi-functional enzyme RibD involved in 
the biosynthesis of riboflavin in E. coli has been suggested to be such a target and is 
further discussed in Paper II. A significant fraction of the E. coli proteome is made up 
of enzymes, many of which play an essential role in cellular life as they interconvert 
metabolites, produce cofactors, as well as regulate small molecule metabolism (14). 
The production and conversion of these metabolites may also be interesting in various 
industrial applications. For example, the carnitine metabolism of E. coli is employed in 
the industrial production of carnitine, an essential compound in the human nutrition. 
The E. coli protein CaiB is highly involved in this process and is further discussed in 
Paper I.  
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Mammalian Metabolism of Carnitine 
Carnitine is a small and polar molecule that plays a central role in the energy 
metabolism in humans as well in all other mammals (17). Above all, this compound 
facilitates the transport of long-chain fatty acids across the inner membrane of 
mitochondria (18,19). In mammals, the highest concentrations of carnitine are found in 
heart and skeletal muscles (17). In these tissues, the β-oxidation of fatty acids in the 
mitochondrial matrix provides a substantial amount of energy for the cell. Carnitine is 
essential for this event, as the CoA esters of fatty acids are not able to cross the inner 
membrane of mitochondria (19). This predicament is circumvented by the conversion 
of the CoA esters to carnitine esters for which transporters exist. As carnitine functions 
as an acceptor for the acyl group of acyl-CoA, another role for this compound may be 
in regulating the ratio of CoA:acyl-CoA in the cell (18). Although mammals are 
endowed with the ability to synthesize carnitine from the amino acids lysine and 
methionine (20), humans obtain carnitine mainly from the diet, especially from meat 
products (21). However, humans like other mammals lack the ability to catabolize 
carnitine by themselves. Instead, this action is dependent on the actions of resident 
microorganisms in the large intestine acting on carnitine that has not been absorbed in 
the small intestine. In humans and other nonruminant mammals, this microbial activity 
on carnitine in the large intestine results in two different degradation products, 
trimethylamine, excreted via urine, and γ-butyrobetaine, excreted via feces. 
 
 
Bacterial Metabolism of Carnitine 
There are three different ways by which carnitine is metabolized in bacteria. In some 
bacteria, like Pseudomonas species, carnitine undergoes complete degradation and is 
used as the sole carbon, nitrogen, and energy source (21,22). Other bacteria, such as 
Acinetobacter species, are able to use carnitine as the sole source of carbon, resulting 
in the formation of trimethylamine. In Enterobacteriaceae, such as E. coli, carnitine is 
reduced to γ-butyrobetaine via crotonobetaine, thereby functioning as a putative 
terminal electron acceptor during anaerobisis. However, these bacteria are dependent 
on additional sources of carbon and nitrogen, as these are not assimilated from 
carnitine. 
 
The proteins involved in the carnitine metabolism in E. coli are encoded by the 
caiTABCDE operon, which is induced during anaerobisis in the presence of carnitine 
or crotonobetaine (23). The conversion of carnitine to γ-butyrobetaine in E. coli 
directly involves the activities of three proteins: CaiA, CaiB and CaiD. CaiB, a CoA 
transferase, transfer the CoA moiety from γ-butyrobetaine-CoA to carnitine, resulting 
in γ-butyrobetaine and carnityl-CoA (Figure 1) (24). CaiD, carnityl-CoA dehydratase, 
catalyzes the dehydration of carnityl-CoA resulting in crotonobetainyl-CoA. 
Crotonobetainyl-CoA is furthermore reduced by the crotonobetainyl-CoA reductase, 
CaiA, forming γ-butyrobetaine-CoA. However, both the CaiA reduction and the CaiD 
dehydration reactions are dependent on the participation of CaiB. CaiT is an antiporter, 
which catalyzes the exchange for the substrate carnitine for the product γ-
butyrobetaine (25). CaiC is a highly specific ATP-dependent betaine:CoA ligase, 
responsible for the formation of CoA derivatives of trimethylammonium compounds 
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(26). Thus, CaiC is critical for generating sufficient starting material in order for the 
CaiB reaction cycle to initiate. The function of CaiE is yet to be established. A 
transcription activator CaiF is encoded by the caiF gene downstream of the cai operon 
(27). The caiF gene, which is repressed by oxygen, is only expressed during anaerobic 
conditions regardless of the occurrence of carnitine. The transcription of the caif gene 
occurs in the opposite direction to the cai operon resulting in a monocistronic mRNA 
(24,27). It has been shown that CaiF, possibly activated by carnitine (27), together 
with the cyclic AMP receptor protein (CRP) activate the transcription of the 
caiTABCDE operon as well as the fixABCX operon (27,28). Proteins encoded by the 
fixABCX operon, co-regulated with the caiTABCDE operon, have been shown to be 
essential for anaerobic carnitine reduction by facilitating the transfer of electrons 
required for the CaiA reaction (29).  
 

 
Figure 1 The reaction scheme for carnitine metabolism in E. coli. Molecule 1 represents carnitine, 2 γ-
butyrobetaine-CoA, 3 γ-butyrobetaine, 4 carnityl-CoA, and 5 crotonobetainyl-CoA. 
 
 
CaiB- A Type III CoA Transferase 
CaiB belongs to the type-III CoA transferase family (30). The function of CoA-
transferases is to catalyze the transfer of the coenzyme A moiety from CoA-thioesters 
to free acids, a reaction that is reversible. At the moment, three enzyme families have 
been identified and characterized. Especially, the reaction mechanisms for enzymes 
belonging to families I and II have been well characterized. The reactions of both these 
families include the formation of thioester and anhydride intermediates. However, the 
reaction mechanisms of these two families are very different. The members of the 
type-I family, catalyzes the transfer of the CoA group via a ping-pong mechanism, in 
which a glutamate residue in the active site serves as acceptor of covalently attached 
intermediates (30,31). The members of the small type-II family use another 
mechanism, in which the reaction is executed via a ternary complex without 
intermediates being covalently bound to the enzyme (30). 
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However, a third class of CoA-transferases was identified, which were involved in 
anaerobic metabolic pathways (30). The amino acid sequences of these enzymes differ 
from the ones of the two other families. Although only bacterial enzymes have been 
characterized yet, similar genes are also found in eukaryotes and archaea. The first 
member of the type-III family to be characterized was formyl-CoA transferase (FRC) 
from Oxalobacter formigenes, involved in the catabolism of oxalate in the intestine of 
mammals (30,32). This enzyme was also the first member of the type-III family to be 
structurally determined (32). FRC is responsible for catalyzing the first step in oxalate 
degradation, in which the CoA moiety is transferred from formate to oxalate. Another 
member of the type-III family, YfdW from E. coli, has also been structurally 
determined (33). Recently, it was shown that this protein also is a formyl-CoA 
transferase (34). In the structures of both FRC and YfdW, an unusual fold was 
observed in which the dimers are intertwined (32,35). Due to the fact that the reactions 
catalyzed by CaiB and CaiD in the carnitine metabolism in E. coli are reversible (36), 
enzymes of the caiTABCDE operon may be used in industrial large-scale industrial 
bioproduction of the essential compound L-carnitine with crotonobetaine, a 
wasteproduct, as start material (37,38). Thus, in addition to aid in a more 
comprehensive understanding of this biochemical pathway, structural determination of 
these enzymes may also be of interest for industrial production of L-carnitine, an 
essential compound in the human nutrition.  
 
 
The structure of CaiB (Paper I) 
The structure of CaiB was determined both in the apo form and in complex with CoA. 
Similarly to what was observed for FRC (32) and YfdW (35), the two monomers of 
the homodimer formed an interlaced ring structure (Figure 2). Out of its 405 amino 
acids, each monomer could be traced from amino acid 4 to 403. Each monomer is 
composed of a small and a large domain. The large domain is composed of both the N- 
and the C-terminal parts of the protein, whereas the small domain is composed of the 
residue in between (residues 227-323). The dimer interface is primarily made up of 
residues from the large domain. Sequence analysis of the two domains showed that the 
large domain was much more conserved in the CaiB homologues, approximately 30% 
identity to FRC, whereas there was no significant sequence identity between the small 
domains of the two proteins. The crystal structure of CaiB confirmed that the large 
domain of CaiB and FRC were highly similar and although the small domains are 
different in the two protein structures, they share a related topology and most likely a 
common origin. The largest structural difference between CaiB and FRC is located at 
the beginning of the small domain. In the small domain of FRC, a loop structure of 36 
amino acids is observed (32), whereas the corresponding loop structure of CaiB is only 
16 amino acids. This difference results in CaiB lacking the glycine-rich loop that is 
observed pointing into the active site of the FRC structure. In FRC, this loop structure 
changes conformation upon CoA binding and have been indicated to play a functional 
role in the reaction mechanism. The absence of the glycine-rich loop in CaiB further 
results in that its active site is larger than in FRC, which is reasonable due to the size 
difference between carnitine and oxalate. 
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Figure 2 The overall structure of the CaiB homodimer. One monomer is colored red and the other blue. In 
both active sites a bis-tris molecule is shown in stick representation. In one active site, the CoA molecule is 
bound whereas a sulfate ion is bound in the other.  
 
 
The Active Site of CaiB 
The active site of CaiB is situated in a large cleft formed in the interface between the 
small domain of one monomer and the large domain of the other monomer (Figure 2). 
The homodimer of CaiB is likely to bind CoA in both of its active sites. Still, CoA 
could only be observed in one of the active sites, which probably results from crystals 
contacts made with a symmetry-related molecule. Interestingly, CoA formed 
interactions solely with the residues of the more conserved large domain (Figure 3A). 
Thus, the observation that the CoA molecule interacts solely with the large domain of 
CaiB indicates that its higher degree of sequence conservation is related to the binding 
of CoA, a feature common to all members in this family. As expected from the nature 
of the CoA molecule, many of the interactions formed with CaiB are of a hydrophobic 
nature. The SH-group of the CoA molecule interacts with CaiB via two hydrogen 
bonds, one to the main chain amino group of Ile24 and the other to the carboxyl group 
of Asp169. Asp169 is a catalytically important residue that is completely conserved 
amongst the type III CoA transferases (39).  
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Figure 3 (A) The interactions formed between residues from the large domain of CaiB and the CoA 
molecule (green). The adenine base of the CoA molecule makes hydrogen bond contact to the main chain 
carbonyl oxygen of Leu71. Arg104, which coordinates a sulfate ion in the apo structure (not shown), and 
Lys97 anchor the phosphate groups in position. The SH group of the CoA molecule makes hydrogen 
bonds to the main chain amino group of Ile24 and to the carboxyl group of the catalytically important 
Asp169. (B) The interactions formed between residues from the small (red) and the large (blue) domain of 
CaiB and the Bis-Tris molecule (green). Parts of the CoA molecule (green) are also visible. Hydrogen 
bonds are illustrated by green dashes and measurements are shown in the units of Ångström (Å). 
 
Although extensive efforts to incorporate the real substrates into the crystal structure 
of CaiB were unsuccessful, interesting clues regarding substrate binding were obtained 
from the apo and CoA complex structures. In both these structures, a Bis-Tris 
molecule from the crystallization solution was found in a hydrophobic pocket in the 
active site making interactions mainly with residues of the small domain of CaiB 
(Figure 3B). The position of the Bis-Tris molecule in the CaiB structure corresponds to 
where the glycine-rich loop is located in the FRC structure. In addition, one of the 
interactions that the Bis-Tris molecule makes with CaiB is a hydrogen bond to 
Asp169. Although differences in size, as Bis-Tris is considerably bulkier than both 
carnitine and γ-butyrobetaine, the binding site pocket identified for the Bis-Tris 
molecule may constitute the binding site for both of the substrates involved in the 
transfer of the CoA moiety. Both the real substrates and Bis-Tris are very polar 
compounds. The positions of Glu249 from the small domain and Glu23 from the large 
domain made us suggest that these negatively charged residues might serve to 
neutralize the positive charge on the nitrogen of the substrates. In addition, Glu23 was 
found to uphold a strained geometry, further implying functional significance. Shortly 
after our results were published, another structural study of CaiB and its complexes 
with CoA and carnityl-CoA was reported (40). The two sets of structures are very 
similar, with rmsd of 0.72Å and 0.73Å between the apo and CaiB-CoA complex 
structures respectively. It was also found that the locations of the nitrogen atoms of the 
Bis-Tris molecule and carnitine were in good agreement. In addition, it was 
established that Glu23 and Glu249 in fact served to compensate for the positive charge 
of the nitrogen of the substrate in a hydrophobic environment as hypothesised from 
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our structures. Further, several hydrophobic residues, including Tyr140, Tyr166, 
Cys236, Val251 and Leu280, were found to interact with the carnityl moiety, in 
agreement with was found for Bis-Tris molecule, which confirmed that this pocket 
forms the binding site for the real substrates. As already mentioned, residues from the 
large domain, which show a higher degree of conservation than the small domain, are 
likely to be responsible for the binding of CoA that is a common feature for members 
of this family. On the other hand, the high variability in the small domain of the type 
III CoA transferases may be due to the variety of substrates that these enzymes act 
upon. 
 
Interestingly, the binding of CoA induced a domain movement, as the small domain of 
CaiB approaches the large domain resulting in a more closed active site. The start 
(amino acid 227) and end (amino acid 323) of the small domain constitute a hinge 
around which a movement of approximately 3Å is carried out in the presence of CoA. 
Similar observations were done in the other structural study of CaiB (40). The 
conformational change observed upon CoA binding may indicate that ligand binding 
occurs through an induced fit mechanism which allows the active site residues to take 
on the conformation(s) necessary for product formation. Alternatively, the closure of 
the active site, resulting from the domain movement, may serve to protect the reaction 
intermediates during the reaction. In fact, the glycine-rich loop in the active site of 
FRC has been observed to change conformations at different steps of the reaction and 
has been indicated to play a central role in the protection of the mixed anhydride and 
the thioester from hydrolysis (41). 
 

 
Figure 4 Superposition of the apo structure upon the CaiB structure in complex with CoA. The binding of 
CoA induces a domain movement in which the small domain moves closer to the large domain, which 
results in a more closed active site. The apo structure is shown in gray and the complex structure in red 
and blue.  
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Updated Reaction Mechanism of Class III CoA-transferases 
At the time of our structural studies, the reaction mechanism of the Class III CoA-
transferases was not fully known. Recent studies on FRC from O. formigenes have 
provided more clues in how members of the Class III CoA-transferase family catalyze 
the transfer of the CoA moiety between substrate and product (41). In analogy with the 
Class I family, the Class III CoA-transferase reaction proceeds by forming aspartyl 
mixed anhydride intermediates with the oxyacids and covalent thioester intermediates 
with the CoA molecule. However, in contrast to the Class I family, the Class III family 
does not seem to carry out the reaction in a ping-pong fashion, in which the CoA 
donor leaves before the CoA acceptor binds. In addition, as it has been shown that the 
thioester of the CoA donor can be hydrolyzed and the mixed anhydride can be formed 
in absence of an acceptor oxyacid, formation of a ternary complex also does not seem 
to be a requisite. Instead, the CoA donor is most likely released simultaneously as the 
product. 
 

 
Figure 5 An updated suggestion for the CaiB reaction mechanism based on recent structural studies of 
Formyl-coenzyme A transferase from O. formigenes (41). 
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Biosynthesis of Riboflavin 
Riboflavin, also known as vitamin B2, is an important precursor for the flavin 
nucleotides, flavin mononucleotide (FMN) and flavin adenine dinucleotide (FAD) 
(42). These flavonucleotides serve as coenzymes for flavoproteins, enzymes involved 
in electron transfer reactions essential in the energy metabolism of cells (43). While 
humans obtain riboflavin from the diet, bacteria rely mainly on their own biosynthesis 
and/or exogenous uptake from the surroundings (42). As many pathogenic bacteria do 
not have transporters for exogenous uptake and depend on endogenous biosynthesis, 
bacterial proteins involved in the biosynthesis of riboflavin constitute potential anti-
bacterial drug targets (44). For instance, E. coli lack transporters for exogenous uptake 
and is dependent on biosynthesis of riboflavin. Thus, structural determination of 
enzymes in this pathway may result in structure-based anti-bacterial drug design.  
 
 
RibD- A Bifunctional Deaminase and Reductase 
In order to synthesise riboflavin, a molecule of GTP and two molecules of ribulose 5-
phosphate are needed (45). GTP cyclohydrolase II catalyzes the formation of 2,5-
diamino-6-ribosylamino-4(3H)-pyrimidinone 5′-phosphate (DAROPP) from GTP. 
This compound is further converted to 5-amino-6-ribitylamino-2,4(1H,3H)-
pyrimidinedione 5′-phosphate (ARIPP) by two additional reactions, deamination of the 
pyrimidine ring and NAD(P)H-dependent reduction of the ribose (Figure 6). The 
sequential order of these two reactions is not the same in all organisms. In higher 
plants and eubacteria, such as E. coli, deamination occurs before reduction, whereas 
the opposite order takes place in yeast and archaea (46-49). Furthermore, while yeast, 
plants and most archaea utilize two separate enzymes for these reactions, most 
eubacteria make use of a bifunctional protein such as the RibD protein of E. coli 
(EcRibD) (50). EcRibD contains two separate domains for the deamination and 
reduction reactions. In the study of EcRibD described in this thesis, focus was on the 
reductive reaction that converts the ring structure of 5-amino-6-ribosylamino-
2,4(1H,3H)-pyrimidinedione 5′-phosphate (AROPP) into its ribityl form, ARIPP. For 
this reaction to occur, the enzyme is dependent on the cofactor nicotinamide adenine 
dinucleotide phosphate, NADPH, or its nonphosphorylated equivalent NADH. The 
cofactor may provide two electrons and a proton, in the hydride form, while a second 
proton, needed for the reaction, may originate from either the enzyme itself or the 
solvent. Either hydrogens, pro-R or pro-S, at the C4 position of the nicotinamide ring 
of NADPH can be exploited in hydride transfer, but most enzymes are stereospecific 
and discriminate between the two. The reductive reaction has been suggested to be 
initiated by the formation of a Schiff base intermediate at C1', by the abstraction of a 
proton from the adjacent amine, followed by the direct hydride transfer to C1' (51).  
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Figure 6 Deamination precedes reduction for the bifunctional RibD proteins of eubacteria as well as in 
higher plants whereas the opposite order is observed for yeast. The different substrates for the various 
reactions are shown as well as the substrate analogue, ribose 5-phosphate (RP5). 
 
 
Structure of EcRibD (Paper II) 
The structure of the EcRibD protein was determined in its apo form as well as in two 
binary complexes with NADP+ and ribose 5-phosphate (RP5), cofactor and a substrate 
analogue, respectively. The apo structure and both of the binary complexes were 
determined at 2.6 and 3.0 Å resolution respectively. Although the deaminase domain 
of RibD supposedly binds Zn2+ (49,52), no trace of the metal was found in the 
structures of either the apo form or the binary complexes. The absence of the zinc ion 
most likely was a result from using EDTA during purification. As a consequence, the 
deaminase domain was disordered in the Zn-binding region. Therefore, the emphasis 
of this structural study of EcRibD was on the characterization of the active site of the 
reductase domain. The crystal structure of EcRibD revealed a homodimer, in which 
each monomer is composed of an N-terminal deaminase domain, comprising residues 
1-145, and a C-terminal reductase domain that comprises residues 146-367 (Figure 7). 
The SCOP (Structural Classification of Proteins) database (53) identified the 
deaminase and the reductase domains to belong to the Cytidine deaminase-like 
superfamily and the Dihydrofolate reductase-like superfamily respectively.  
 
During our work, the crystal structure of RibG, an ortholog from Bacillus subtilis with 
a 40% sequence identity to EcRibD, was determined (52). Interestingly, while the 
structure of EcRibD revealed a dimer, RibG from B. subtilis (BsRibG) was shown to 
form a tetrameric structure. Both enzymes form a dimer interface between their 
reductase domains, but in BsRibG additional interactions between the deaminase 
domains of the two dimers resulted in the formation of a tetramer. Although the 
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majority of the secondary structure elements are common to both enzymes, some 
structural features seem to distinguish the oligomerization mode of EcRibD from 
BsRibG. For instance, the reductase domain of EcRibD has an insertion, comprising 
residues 210-221, which is not present in BsRibG. The relative domain orientation of 
EcRibD also differs from what is observed in BsRibG. These two features are likely to 
cause steric clashes inhibiting formation of a stable EcRibD tetramer. In addition, 
hydrophobic residues in BsRibG that are involved in packing interactions between the 
deaminase domains are in EcRibD replaced by Arg9, Glu40 and Gln44. The position 
of these charged residues does not allow the formation of salt-bridges in a putative 
tetramer interface, but is more likely to cause the deaminase domains repelling each 
other.  
 
In the structures of the binary complexes, the two compounds, NADP+ and RP5, were 
observed to differ in their binding mode between the two subunits of the homodimer. 
For both the cofactor and the substrate analogue, the electron density was of good 
quality in subunit A. RP5 did not bind at all in subunit B. Although most parts of the 
NADP+ molecule bound identically in the two subunits, the binding of the 
nicotinamide ring and the ribose were different. However, in contrast to subunit B, 
subunit A was independent of crystal contacts in addition to the electron density being 
of higher quality and hence chosen to be trustworthier. An interesting feature of the 
active site of the reductase domain is the presence of a loop structure, comprising 
residues 159-173, that interacts with both the cofactor and the substrate analogue. This 
loop structure was observed to assume four different conformations in the two 
subunits. In an attempt to be consistent with previous studies of E. coli dihydrofolate 
reductase (EcDHFR) (54), these conformations were termed “substrate occluded”, 
“cofactor and substrate occluded” (C&S-occluded), “accessible” and “disordered”. 
Two of these conformations, the “accessible” and the “substrate occluded” states 
observed in subunit A, were independent of crystal contacts. In the “accessible” state, 
residues 164-166 were excluded due to disorder, whereas the active site loop is 
modelled with no gaps in the “substrate occluded” form. The “substrate occluded” 
state was observed in the binary complex with NADP+, in which the active site loop is 
ordered to form an α-helix which seems to cover the binding site of the substrate 
analogue. For both the apo and the binary complex with RP5, the active site loop was 
observed in the “accessible” conformation.  
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Figure 7 The overall structure of the EcRibD homodimer in complex with the oxidized cofactor NADP+, 
which is shown in stick representation in the active site of both reductase domains. Only residues from the 
reductase domain participate in the dimer interface. 
 
 
The Active Site Loop of EcRibD  
In the binary complex of EcRibD together with the substrate analogue RP5, the active 
site loop retained the “accessible” conformation upon RP5 binding, similar to what 
was observed for the apo structure (Figure 8A). In the structure of EcRibD in complex 
with RP5, the substrate analogue was modeled so that the O1 hydroxyl, which 
corresponds to the amine nitrogen of the real substrate for the reductase reaction 
adjacent to the proposed hydride acceptor C1' (51), was interpreted to form a short 
hydrogen bond to Asp200. The interpretation of the 3Å data also resulted in that the 
O3 hydroxyl was modeled to form hydrogen bonds to the carboxyl group of Glu299 
and to the guanidium group of Arg184. The resulting model displayed that both the 
phosphate group and the hydroxyl groups of the substrate analogues seemed to form 
several interactions to conserved residues of EcRibD, and was interpreted to reflect the 
binding mode of the actual substrate.  
 
In the binary complex of RibD together with the oxidized cofactor, NADP+ was 
observed to bind to the reductase active site in an outstretched conformation (Figure 
8B). The binding of NADP+ to the reductase active site of subunit A changed the 
conformation of the active site loop to the “substrate occluded” state. In this 
conformation residues 167-170 adopted an α-helical structure, which resulted in that 
the side chains of Glu167 and Trp170 occupied the binding sites for the ribose 
respective the phosphate groups of RP5. This conformational change allowed Trp170 
to be involved in pi-pi stacking interactions with the nicotinamide ring of NADP+. In 
addition, the position of Asp200 was shifted due to the formation of a hydrogen bond 
to the NO2 hydroxyl of the nicotinamide ribose. 
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Figure 8 The binary complexes of EcRibD with RP5 and NADP+ respectively. The interacting residues of 
EcRibD as well as the ligands are shown in stick representation. The EcRibD reductase domain residues 
are colored blue while RP5 and NADP+ are colored white. Hydrogen bonds are illustrated by green 
dashes. For clarity the views are different for the two complex structures. (A) The binary complex of 
EcRibD and the substrate analogue, RP5. The phosphate group of RP5 is anchored in position by the side 
chains of Arg184 and Arg207 as well by the main chain nitrogen atoms of Ala203 and Leu204. (B) The 
binary complex of EcRibD and the oxidized cofactor, NADP+. The pyrophosphate group of NADP+ is 
coordinated by Ser193, Thr196, Gly301, Thr303 and Leu304 and its negative charge also seem to be 
compensated by the helix dipole effect due to its position close to the N-termini of helix 10. Both hydroxyls 
of the nicotin ribose form hydrogen bonds to the main chain nitrogen of Ala164.  The amine group of the 
adenine interacts with His278 via pi-pi interactions while its phosphate group interacts with Ser194, 
Ser234 and Arg237.  
 
Prior to our work, structural studies on E. coli dihydrofolate reductase (EcDHFR) had 
revealed different conformations of an active site loop depending on ligand binding in 
the binding sites for substrate and cofactor (54,55). The “accessible” and “substrate 
occluded” conformations (Figure 9), which have been observed in our structural 
studies of EcRibD, as well as the “occluded” and “closed” conformations of EcDHFR 
are all independent of crystal contacts (55). Therefore, we attempted to compare the 
“accessible” and “substrate occluded” states of the EcRibD structures to the 
“occluded” and “closed” conformations of EcDHFR, which have been indicated to 
represent different steps in the reaction mechanism (54,55). However, the “closed” 
conformation of EcDHFR does not have a counterpart in our studies of EcRibD, 
whereas it is frequently observed among DHFRs from various sources (54). 
 
In the two complex structures of EcRibD, the flexible part of the active site loop 
appears to be comprised of 12 residues, starting at Thr161 and ending at Pro174. The 
corresponding active site loop of EcDHFR, on the other hand, involves a stretch of 10 
residues, with the start and end residues Ile14 and Pro25, respectively. Despite the 
differences in length, Thr161 and Pro174 of EcRibD are the structural equivalents of 
Ile14 and Pro25 of EcDHFR, respectively. In both enzymes, the active site loop is 
observed to be able to induce a helical conformation. In EcRibD, the active site loop 
forms an α-helix upon binding of the oxidized cofactor, NADP+, resulting in that 
binding of the substrate is sterically hindered. In contrast, the formation of a 310-helix 
in EcDHFR upon substrate binding consequently blocks the binding of the cofactor. 
As already mentioned, the “occluded” and “closed” conformations of EcDHFR have 
been coupled to different steps in the reaction. After catalysis, the product is not 
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released until the oxidized cofactor NADP+ is exchanged for its reduced form, 
NADPH, bound to the enzyme (55). The “occluded” conformation interferes with 
NADP+ binding resulting in that the oxidized cofactor may be “pushed out” of the 
active site after product formation. Although the catalytic cycle of EcRibD is not fully 
understood, these similarities may provide clues. It is probable that the active site loop 
of EcRibD is involved in the binding of substrate and release of the product. In 
analogy to what has been suggested for EcDHFR, the “substrate occluded” state of 
EcRibD, in which binding of the substrate is hindered, may reflect that the product is 
expelled before the release of the oxidized cofactor.  
 

 
Figure 9 The different conformations of the EcRibD active site loop, which are independent of crystal 
contacts. The active site loop is colored in blue for the “accessible” conformation and in red for the 
“substrate occluded” conformation. Asp200, RP5 and NADP+ are shown in stick representation.  
 
 
Determination of Substrate Specificity 
As stated before, the order of the deamination and the reductive reactions may vary in 
different species. In eubacteria and higher plants, deamination is followed by reduction 
(48,49). Although no archaeal deaminase enzyme yet has been identified, Archaea is 
indicated to follow the yeast pathway, in which reduction precedes deamination (47). 
The sequential order of these reactions is determined by the substrate specificities that 
the reductase and deaminase domains of different species exhibit. We therefore 
compared the reductase domains of EcRibD and an archaeal reductase of 
Methanocaldococcus jannaschii (MjaRED) (56). The two enzymes differ in their 
substrate specificities as the MjaRED substrate, DAROPP (Figure 6), serves as a 
substrate for the EcRibD deaminase domain while MjaRED does not act on AROPP, 
the substrate of the reductase domain of EcRibD (47). Thus, our model with RP5 
bound to the active site of the reductase domain of EcRibD was compared with a 
model of MjaRED in which its substrate, DAROPP, had been positioned by in silico 
docking together with NADPH by in silico docking to represent a ternary complex 
(56). 
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In both models, the phosphate groups of the substrates were found to make similar 
interactions. The formation of a hydrogen bond between the O3 hydroxyl and the 
equivalent of Arg184 of EcRibD was also observed in the docking experiments of 
MjaRED. However, in the binary complex of EcRibD and RP5, Glu299 is modeled to 
form hydrogen bonds with the O2 and the O3 hydroxyls of RP5, while Asp200 forms 
hydrogen bonds to the O1 hydroxyl, which corresponds to the amine of the real 
substrate. In contrast, the MjaRED ternary complex, in silico, identified Glu154 of 
MjaRED, the equivalent of EcRibD Glu299, to interact with the amine group of the 
substrate. Most interestingly, Lys152, which forms a salt bridge to Glu299 in EcRibD, 
is not a conserved feature of MjaRED. The corresponding residue of MjaRED, Asn14, 
was observed to interact with the amino group at position 5 in DAROPP, an 
interaction that is unlikely to occur with EcRibD Lys152 as such an interaction would 
be unfavorable. These differences suggest that the two enzymes may differ in their 
binding modes of the ring structures of the substrates and that Lys152 may form an 
important factor in discriminating between the two different substrates in EcRibD. 
Lys152 is highly conserved in bacteria and plant while not present in yeast and 
Archaea. Recently, the complex structure of BsRibG with its substrate showed that this 
residue indeed forms favorable interactions with O2 of the pyrimidinedione ring of 
AROPP, thus discriminating between the substrates for deamination and reduction 
(57). 
 
 
The Reductive Reaction– an Updated Reaction Mechanism 
The reductive reaction has been suggested to proceed via the formation of a Schiff-
base intermediate (51). However, recent kinetic isotope studies suggested that the 
reductive reaction occurs via a direct hydride transfer from the C4 donor of NADP+ 
and the C1 acceptor of RP5 (58). Nonetheless, the identity of the base that would 
initiate such a reaction has sofar been unknown. In the DAROPP model, Glu154 of 
MjaRED appears to be a suitable candidate (56). In EcRibD, the corresponding 
Glu299 is located between two positively charged residues, Arg184 and Lys152, 
which are likely to neutralize its negative charge. Instead, based on our structural study 
of EcRibD in its apo form as well as in complex with its substrate analogue, RP5, and 
the oxidized cofactor, NADP+, we proposed that Asp200, whose carboxylate is close 
to the O1 hydroxyl of RP5 corresponding to the amine of the actual substrate, to be a 
more likely candidate for initiating the reductive reaction by abstracting a proton from 
the amine group. However, the RP5 compound that was added to our EcRibD crystals 
was an equilibrium mixture of the α and β forms that only differ in the position of a 
single hydroxyl group (Figure 6). It was not possible, at 3 Å resolution, to fully 
distinguish which of the two that in reality was bound to EcRibD. It may be that both 
the α and the β forms bound to EcRibD. However, due to the fact that the β form of 
RP5 resembles the actual substrate more than the α form, the β form was modeled in 
the electron density of the binary complex of EcRibD and RP5. When the sugar plane 
of the RP5 β form was “flipped” 180 degrees relative the final model, the B-factors of 
the RP5 molecule rose significantly, indicating that it was a less likely model of the 
RP5 β form. In addition, the final modeling of the β form allowed the ribose hydroxyls 
of RP5 to interact by hydrogen bonds with invariant residues of the RibD enzymes.  
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Recently, the structure of BsRibG was determined in complex with AROPP, the 
substrate for the reductive reaction (57). Interestingly, the data indicate the binding of 
a ribitylimino intermediate rather than the actual substrate, which provides evidence 
for the involvement of an Schiff base intermediate (51). Although the phosphate 
groups of the RP5 molecule and the AROPP intermediate in the binary complexes of 
EcRibD and BsRibG, respectively, are similarly coordinated, their sugar moieties are 
positioned in opposite directions. Thus, the complex structure of BsRibG provides 
convincing evidence that Glu290 of BsRibG, which corresponds to Glu299 in EcRibD, 
instead of Asp200 is involved in the proton transfer (57). 
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The Cupin Superfamily 
The cupin proteins constitute one of the most functionally diverse superfamilies with 
enzymatic as well as non-enzymatic members (59,60). The Rmlc-like Cupin 
superfamily was discovered as it was shown that the wheat protein germin, expressed 
at an early stage of wheat embryo germination, shared sequence similarity to 
spherulin, a stress-related protein in the slime mould Physarum polycephalum. Later 
on, a group of germin-like proteins (GLPs) in dicotyledonous plants as well as the 
globulin storage proteins from plant seeds and spores were found to share the 
similarity. This new class of proteins with their characteristic β-barrel structure was 
subsequently named cupins referring to “cupa”, the latin term for small barrel (60). 
The cupin domain is characterized by two structural motifs, Motif 1 and Motif 2, both 
composed of two β-strands (59,60). The two conserved motifs are separated by a 
segment with lower degree of sequence conservation, corresponding to two additional 
β-strands and an intervening loop. This intermotif region may vary greatly in size with 
as little as 11 amino acids (60) in some microbial enzymes up to 50-100 amino acids in 
seed storage proteins and eukaryotic transcription factors (59-61). The amino acid 
sequence for Motif 1 and Motif 2 is typically G(x)5HxH(x)3,4E(x)6G and 
G(x)5PxG(x)2H(x)3N respectively (60). It is in these motifs that residues important 
for metal binding and catalysis often are found (59,60). Typically, these catalytically 
important and metal coordinating amino acids are composed of two histidines and one 
glutamate from Motif 1 and one histidine from Motif 2. 
 
The SCOP database (53) divides the Rmlc-like Cupin superfamily into 24 different 
subfamilies, but this number may turn out to be even higher. The present knowledge of 
the cupins is largely based on the structural determination of several cupin members 
for which no additional biochemical data is available (60). Nevertheless, these 
structural studies have resulted in the expansion of the Rmlc-like Cupin superfamily, 
as new members with limited sequence similarity have been identified. The cupin 
members may also be categorized into different subgroups according to the presence 
of a single cupin domain (monocupin), two cupin domains (bicupin), or more than two 
cupin domains (multicupin). In monocupins, the single cupin domain may make up the 
centre of a simple protein or constitute one out of several domains of a complex 
protein. Although most monocupins are enzymes, this subclass also includes some 
microbial transcription factors such as AraC, in which the effector-binding cupin 
domain is combined with a DNA-binding domain. Proteins endowed with more than 
one cupin domain, the bicupins and multicupins, are believed to originate from 
duplication and fusion events of a single monocupin precursor, although the fusion of 
cupin domains from two different ancestors may also have occurred for some (59-61). 
Enzymatic cupin members, for which a specific function has been annotated, are most 
commonly associated with some form of dioxygenase activity, typically oxidizing an 
organic substrate by the use of a dioxygen molecule (60). Most dioxygenases possess a 
metal cofactor in the active site, most often iron but other metals such as copper and 
nickel have also been observed. Typically, in bicupin dioxygenases only one of the 
two domains contains an active site. For instance, the copper-containing quercetin 2,3-
dioxygenase (Q23D) catalyzes the oxidation of quercetin, a plant flavonol, to 2-
protocatechuoylphloroglucinol carboxylic acid and carbon monoxide. In this reaction, 
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Q23D is only dependent on a metal ion and does not require any additional organic 
cofactors. 
 
 
The YhaK Protein 
In E. coli, YhaK is a cytosolic protein usually found in low abundance. To date, YhaK 
has no annotated function, but based on its amino acid sequence the Protein Family 
Database (Pfam) suggested it to be a member of the Pirin family, a family of bicupin 
proteins (62). Identified as a nuclear protein, human pirin (hPirin) is predominantly 
found in the tissues of heart and liver (63). Although the exact function of hPirin is not 
known, it has been observed to stabilize the formation of quaternary complexes 
composed of hPirin, the oncoprotein B-cell lymphoma 3-encoded (Bcl-3), the anti-
apoptotic transcription factor NF-κB and the NF-κB DNA-binding site (60,64). As the 
resulting protein complex targets promoter regions of genes involved in apoptosis, the 
role of hPirin may involve regulating transcription and/or replication events 
(60,63,64). Likewise, the expression level of Le-pirin, a pirin homologue in tomato 
that shares 56% sequence identity with hPirin (60), has been reported to rise 
significantly during camptothecin-induced programmed cell death (PCD) (60,65). 
Shortly after the crystal structure of hPirin was determined (66), the structure of 
YhhW, another E. coli member of the Pirin family was also determined (67). As the 
structures of both these pirin members resembled the one of Q23D from Aspergillus 
japonicus (68), another bicupin, it was investigated whether hPirin and YhhW also 
could catalyze the same reaction. Interestingly, YhhW and hPirin were both 
demonstrated to possess quercetinase activity. However, YhaK exhibits a low 
sequence identity to both YhhW (32%) as well as hPirin (13%) and also lacks the 
residues important for both metal binding and enzymatic activity that are present in 
both YhhW and hPirin. Therefore, based on primary sequence, YhaK would not be 
expected to bind divalent metal ions in contrast to the other structurally determined 
pirins.  
 
 
The Structure of YhaK (Paper III) 
As the crystal structure of YhaK was determined, YhaK was observed to be in a 
monomeric state. As expected, YhaK was found to be composed of two cupin 
domains, arranged face-to-face, like the structures of hPirin and YhhW along with 
other bicupins (66,67). The N- and C-terminal cupin domains are both composed of 
two anti-parallel β-sheets with 4-6 strands forming a sandwich together with an 
adjacent short α-helix (Figure 10). The N-terminal domain (residues 1-134) is 
connected to the C-terminal domain (140-233) via a short linker of five amino acids 
(residues 135-139). In the centre of both domains similar cavities are found. The 
somewhat larger cavity of the N-terminal domain corresponds to the active site of both 
YhhW and hPirin. In the active sites of YhhW and hPirin, divalent metal ions are 
found to be coordinated by three histidines and a glutamate. These residues are part of 
the cupin Motif 1 and Motif 2 and are conserved in many of the enzymatic members of 
the cupins (60). In contrast, YhaK lack these metal-binding residues. Instead, Arg57, 
Tyr59, Tyr101 and Glu103 constitute the structurally equivalent residues. As such a 
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combination of amino acids generally do not coordinate metal ions, it was not 
surprising that no metal ion could be observed in the putative active site of YhaK. 
Still, the presence of several well-ordered water molecules in the cavity of the N-
terminal domain may imply that this region might constitute an active site and/or 
binding site for a presently unidentified substrate or ligand. Furthermore, no signs of 
metals were observed in the slightly more compact C-terminal domain cavity.  
 

 
Figure 10 The overall structure of YhaK. The N-terminal domain is colored in cyan, and the C-terminal 
domain in magenta. The disulfide bond between Cys10 of the N-terminal domain and Cys204 of the C-
terminal domain is shown in stick representation and the two modelled chloride ions are shown as sand 
colored spheres. 
 
In the interface between the N- and C-terminal domains, most of the interactions are 
due to hydrophobic packing. In addition to the short linker, the two domains are also 
connected to one another via a disulfide bridge. This disulfide cross-link is formed 
between Cys10 from the N-terminal domain and Cys204 from the C-terminal domain. 
YhaK’s third cysteine, Cys122, was also covalently modified to a sulfenic acid (Figure 
11). Such a covalent modification suggests that Cys122 may be a reactive cysteine. In 
the crystal structure of YhaK, Cys122 is situated on the surface of the protein, in close 
proximity to a symmetry related molecule. An arginine, Arg125, is observed to pack 
against Cys122 and may function to activate the cysteine. Moreover, two ions were 
observed, which have been interpreted as chloride ions from the crystallization 
condition. The first chloride ion, Cl-1 interacts with the main-chain amides of Ala38 of 
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the N-terminal domain and Glu158 of the C-terminal domain, apparently serving as a 
bridge between the two domains. Interesting, this chloride ion is positioned in close 
proximity to modified Cys122 (5.3Å). The second chloride ion, Cl-2, is situated at the 
protein surface of YhaK, coordinated by the side-chain amine of Lys199 and to the 
main-chain amide of Arg211. In addition, the guanido groups of Arg180 and Arg211 
of a symmetry related molecule also coordinate Cl-2. These structural features differ 
very much to what has been observed for hPirin and YhhW, and neither the cysteine 
residues nor the interdomain ions are observed in the YhhW or the hPirin structures. 
 

 
Figure 11 Close-up of the modified Cys122, modeled as a sulfenic acid, showing the 2Fobs-Fcalc electron 
density at 1σ . Cl-1 (sand-colored sphere) is situated close to Cys122 and the distances are shown in Å. The 
N-terminal domain is colored in cyan and the C-terminal domain in magenta. Two water molecules are 
shown as red spheres.  
 
 
YhaK vs Quercetinases 
As stated above, YhaK had previously been annotated to belong to the Pirin family. 
The determination of the YhaK structure led to that our expectations rose that its 
structure may shed some more light on the function of YhaK. Therefore, the YhaK 
structure was used to search for closely related protein structures in the PDB, using the 
DALI server (69). Again, the proteins with the highest structural similarity to YhaK 
turned out to be YhhW and hPirin. All of YhaKs structural relatives identified in the 
DALI search were bicupins, some with annotated functions and others without.  
However, most of the proteins with an annotated function did in fact display the metal 
binding motif, which is not present in YhaK. As mentioned before, the YhhW and 
hPirin members of the Pirin family have been shown to exhibit quercetinase activity 
(67). In addition to these Pirins and two additional Q23D’s, Q23D from A. japonicus 
and YxaG from B. subtilis, other bicupins with annotated functions were composed of 
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5-keto 4-deoxyuronate isomerase from E. coli, oxalate decarboxylase from B. subtilis, 
seed storage proteins from plants, and mannose 6-phosphate isomerases. 
 

 
Figure 12 The overall structures of YhaK and three of its structural relatives. Top left: the monomeric 
structure of YhaK. Top right: the monomeric structure of YhhW (PDB ID 1TQ5). Bottom Left: the 
monomeric structure of hPirin (PDB ID 1J1L). Bottom Right: Molecule A of Q23D with bound quercetin 
(PDB ID 1H1I). The β-strands are colored in magenta, α-helices in cyan, and coiled regions in salmon. In 
YhaK, the two chloride ions are sand-colored and its disulfide bond is colored in yellow. In YhhW, 
Cadmium ions are colored in gray. In hPirin and Q23D, iron and cupper ions are colored in yellow and 
orange, respectively. The substrate of Q23D, quercetin, is colored in green.  
 
Due to the Pfam identification of YhaK as a member of the Pirin family, in addition to 
the high degree of structural similarities between YhaK and YhhW, hPirin as well as 
other proteins exhibiting quercetinase activity (Figure 12), it was decided to 
investigate whether YhaK also possessed any enzymatic activity. In the quercetinase 
reaction, quercetin is converted to 2-2-protocatechuoylphloroglucinol carboxylic acid 
and carbon monoxide (68). Using the same enzymatic assay that was used for YhhW 
and hPirin (67), it was established that YhaK does not catalyze the quercetinase 
reaction. The result was not unexpected, as the quercetinase reaction is a metal-
dependent event (68). The putative active site of YhaK, in contrast to YhhW, hPirin 
and the Quercetin 2,3-dioxygenases, lacks the residues required for metal binding of 
the conserved bicupin Motifs 1 and 2, and hence a divalent metal ion, which is critical 
for activity (Figure 13). Although it is evident that YhaK shares the same fold as these 
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enzymes, YhaK is unlikely to share the same enzymatic activities as other members in 
the Pirin family due to the differences in its putative active site. 
 

 
Figure 13 Close-up of the active sites of YhaK and three of its structurally relatives. Top left: The YhaK 
structure in the Q23D active site region. Top right: The YhhW active site (PDB ID 1TQ5). Bottom left: 
The active site of hPirin (PDB ID 1J1L). Bottom right: The active site of molecule A of Q23D with bound 
quercetin (PDB ID 1H1I). In the quercetinase enzymes, only residues involved in metal binding, as well as 
the equivalent residues in YhaK, are shown.  
 
 
YhaK- A Redox-Sensitive Protein? 
Although crystallization of the YhaK protein was carried out in excess of reductant, its 
crystal structure revealed the presence of three oxidized cysteines. In addition, the 
expression levels of YhaK were reported to be strongly upregulated when E. coli cells 
were exposed to nitroso-glutathione (GSNO) or sodium nitrite (NaNO2) (70). Thus, 
the function of YhaK may be associated with redox regulation in E. coli. Accordingly, 
the redox state of YhaK was monitored under reduced and oxidized settings. 
Treatment with dithiothreitol (DTT), led to the detection of three free thiols per 
monomer, indicating that all of the three cysteines in YhaK could be reduced to form 
free thiols. Yet, reduced YhaK was observed to be very susceptible to oxidation, as 
only one thiol per monomer could be detected as the solution containing reduced 
YhaK was exposed to air for 40 min. Most likely, this is due to spontaneous formation 
of the disulfide bond between Cys10 and Cys204, which is observed in the crystal 
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structure. Interestingly, oxidation of YhaK coincided with the formation of oligomers, 
especially dimers or trimers and to some degree also tetramers (Figure 14). The 
exposure to hydrogen peroxide led to further oxidation of YhaK and additional 
formation of higher oligomers. Simultaneously, the amount of reduced YhaK in its 
monomeric form was observed to decrease, adding further support to that YhaK 
oligomerizes upon oxidation. However, the oligomerization that was observed for the 
YhaK protein may be a consequence of its protein concentration. When the same 
experiments were conducted at a lower protein concentration (5 µM versus 55 µM), 
YhaK was again reduced and oxidized by DTT and H2O2 respectively. In contrast to 
what was observed in the experiments conducted with the higher protein concentration 
(55 µM), YhaK was observed to remain primarily in a monomeric state in experiments 
carried out with a lower protein concentration (5 µM). This observation is in 
agreement with the monomeric form of YhaK in its crystal structure.  
 

 
Figure 14 Effect of the E. coli Trx system on the redox change of YhaK (paper III). (A) 55 µM reduced 
YhaK was incubated with H2O2 (lane 3), NADPH, E. coli TrxR, E. coli Trx1, and H2O2 (lane 4); NADPH, 
E. coli TrxR, and H2O2 (lane 5); NADPH (lane 6); NADPH, and H2O2 (lane 7); NADPH, E. coli TrxR (lane 
8); NADPH, E. coli TrxR, E. coli Trx 1 (lane 9) at room temperature for 40 min. The reduced YhaK 
exposed under air for 40 min was used as a control (lane 2 and 10). (B) 5 µM reduced YhaK was 
incubated with E. coli TrxR, (lane 3); NADPH (lane 4); NADPH, E. coli TrxR (lane 5); NADPH, E. coli 
TrxR, E. coli Trx1 (lane 6); NADPH, E. coli TrxR, catalase (lane 7); NADPH, E. coli TrxR, SOD (lane 8); 
NADPH, E. coli TrxR, catalase, and SOD (lane 9); DTT (Lane 10) at room temperature for 40 min. The 
reduced YhaK without any further DTT-treatment (as compared with the YhaK in Lane 10) was used as 
a control (lane 2). Lane 1 was the protein marker. The free cysteine in the protein was detected by 
alkylation with 5-IAF (top panel) and the protein was stained with Coomassie Brilliant Blue (bottom 
panel). 
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The finding that YhaK seemed to be susceptible to oxidative stress by hydrogen 
peroxide made us investigate whether the thioredoxin and glutathione-glutaredoxin 
systems would affect YhaK. In E. coli these two systems are the two protein disulfide 
reductase systems that are involved in numerous fundamental activities in the cell 
(71,72). The thioredoxin system is composed of NADPH, thioredoxin reductase 
(TrxR), and thioredoxin (Trx) whereas the glutathione-glutaredoxin system comprises 
NADPH, glutathione reductase (GR), glutathione (GSH), and glutaredoxin (Grx). 
Thus, in order to determine whether the Trx and the GSH/Grx systems could reduce 
YhaK, NADPH oxidation assays (73,74) were performed and analyzed by SDS-PAGE 
(Figure 15). The full Trx system was seemingly able to attenuate H2O2-induced 
oxidation of YhaK (Figure 14). Most interestingly, in the absence of Trx, TrxR 
together with NADPH was observed to increase the oxidation of YhaK. The addition 
of Trx decreased this oxidation. Thus, it seems that TrxR, in the absence of Trx, may 
be involved in the production of superoxides and reactive oxygen species (ROS). 
Again, discrepencies were observed between experiments conducted with different 
protein concentrations. At high concentrations (55 µM) of YhaK, NADPH alone did 
not appear to affect the redox state of YhaK in the absence of TrxR whereas at low 
protein concentrations of YhaK (5 µM) NADPH alone also oxidized the reduced form 
of YhaK. For both protein concentrations of YhaK, the addition of Trx resulted in the 
protection of YhaK against oxidation. The GSH/Grx system was also observed to 
reduce the oxidized form of YhaK (75). It was shown that reduced GSH was essential 
for the YhaK reduction and that GSH alone could to some degree protect YhaK 
against oxidative stress induced by hydrogen peroxide. However, the full GSH/Grx 
system resulted in a significant enhancement in the protection of YhaK against 
oxidative stress, demonstrated by both the NADPH oxidation assay and analysis of 
SDS-PAGE. In contrast to the oxidative effect induced by TrxR and NADPH, GR and 
NADPH was not observed to oxidize YhaK. 

 
Figure 15 (A) The NADPH oxidation assay was used to test the effect of the Trx system on the oxidative 
state of YhaK. The consumption was enhanced by the addition of oxidized YhaK, providing additional 
evidence that the E. coli Trx system can reduce YhaK. (B) The Trx system did not reduce YhaK to the 
same extent as DTT (Lane 4) as the addition of DTT seemed to result in higher levels of monomeric YhaK. 
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YhaK- A Transcription Factor? 
The outcome of the experiments conducted on the YhaK protein led us to propose that 
YhaK is not a member of the Pirin family, but instead is the first identified member in 
a new subclass of bicupins. The finding that YhaK does not display similar enzymatic 
activity to YhhW and hPirin, other members in the Pirin family, is supportive of this 
statement. The lack of quercetinase activity is most likely due to YhaK, in contrast to 
YhhW and hPirin, lacking residues required for metal binding and consequently does 
not bind a divalent metal ion. In addition, other structural features distinguish YhaK 
from YhhW and hPirin. The crystal structure of YhaK revealed the presence of three 
modified cysteine residues, two of which were involved in the formation of a disulfide 
bond and the third oxidized to a sulfenic acid. Experiments have demonstrated these 
cysteines to be responsive to alterations in the redox state of the surroundings. 
Interestingly, BLAST searches conducted with the YhaK sequence resulted in the 
identification of numerous enterobacterial sequences with 68% sequence identity or 
higher. In all of these all three cysteines were conserved and none contained any of the 
metal-binding residues of the cupin Motif1 and Motif2. In addition, the residues 
involved in the binding of Cl-1 near Cys122 were completely conserved, implying that 
this region may be of functional importance. Interestingly, Arg125, which was found 
to stack against the modified Cys122 in the crystal structure of YhaK, was also 
conserved. This structural feature resembles the active site motif of peroxiredoxins 
(76), although YhaK was shown not to possess peroxiredoxin activity (data not 
published).  
 
Chemical modification of reactive cysteines might represent one of the means by 
which proteins are regulated, as the redox state of protein thiols may act as a molecular 
switch, activating or deactivating protein function. Various cysteine modifications 
such as S-nitrosylation, S-glutathionylation, formation of disulfides, and S-
hydroxylation (oxidation to sulfenic acid) have been indicated to be utilized in the 
control of gene expression (77). For instance, OxyR, a LysR-type transcriptional 
cofactor (LTTR), is regulated by and dependent on the redox state of specific cysteine 
residues. Similar to YhaK, OxyR is responsive to hydrogen peroxide. OxyR switches 
from inactive to active conformation by the oxidation of two distant cysteines, 
resulting in a disulfide bond and subsequently tetramer formation followed by DNA 
binding. The function of YhaK may resemble the one found for OxyR. In fact, the 
yhaK gene is positioned back-to-back, in the opposite direction, to the yhaJ gene, 
which encodes a putative LYSR-type transcriptional regulator (LTTR) (Figure 16). In 
the cyanobacterium Synechocystis sp. PCC 6803, a similar genetic structure exists 
with pirA, another YhhW homologue, positioned back-to-back with pirR, another 
LTTR gene, in divergent directions (78). The expression of the pirA gene and an 
adjacent pirB gene, whose gene product is a putative DNA binding protein with two 
zinc finger motifs, are induced by high salt concentrations and other stress conditions 
and negatively regulated by PirR. These findings may provide very interesting leads 
regarding the physiological function of YhaK, especially as YhaK and YhaJ have been 
observed to form protein-protein interactions (79). YhaK and YhaJ may form a 
protein-protein complex that able to bind DNA as YhaJ contains a helix-turn-helix 
(HTH) motif, a common feature of the LTTRs (80), in response to changes in the 
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redox state and/or salinity of the surroundings. Although speculative, such a scenario 
could explain the existence of a chloride ion near the reactive Cys122 in the crystal 
structure of YhaK. In addition, the role as a transcriptional cofactor, in which YhaK 
forms a protein complex with a DNA binding protein, is in agreement with the 
formation of a quaternary complex composed of hPirin, NF-κB, BCL-3 and the NF-κB 
DNA binding site (60,64).  
 

 
Figure 16 The yhaHIJKLMNO gene cluster. Upper panel: Direction of genes in the cluster. Botton panel: 
Present knowledge of functions of gene products in the cluster.  
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The Herpesvirus Project 
 
The main intention of the Herpesvirus project was to utilize a structural genomics 
(high-throughput) approach to produce, crystallize, and eventually determine the 
molecular structure of as many target proteins as possible where structures could 
explain protein function. In the initial expression screening, all Open Reading Frames 
(ORFs) of five different herpesviruses, Herpes simplex virus-1 (HSV-1), Varicella 
zoster virus (VZV), Kaposi’s sarcoma-associated herpesvirus (KSHV), Epstein-Barr 
virus (EBV), and murine Cytomegalovirus (mCMV), made up the target list. However, 
due to practical reasons an initial target list was composed of 65 targets from all of 
these five herpesviruses. The elucidation of the molecular structure of many of the 
targets may be of important medical relevance and may eventually lead to structure-
based drug design against herpesviral infections. Herpesviruses constitute a large 
family of DNA viruses that are known to cause disease in humans as well as other 
vertebrates (81). The most exceptional trait of these viruses is the ability to establish 
and reactivate from latency (82,83). Many herpesviruses exist in the latent state during 
most of their lifecycle, characterized by the expression of a limited number of viral 
genes and the lack of infectious viral particles in the tissues or cells containing the 
virus (82,84). Thus, all herpesviruses may be present in one out of two states, lytic or 
latent. The family members may be categorized into one out of three subfamilies, α-, 
β-, and γ-herpesviruses, based on differences in host range, length of life cycle, and 
target cells (85). Presently, eight members of the known herpesviruses have been 
recognized to be disease causing in humans, representing all three subfamilies. 
Members of the α-herpesvirus subfamily are neurotropic and comprise varicella zoster 
virus (VZV) and herpes simplex virus 1 and 2 (HSV-1 and HSV-2). The members of 
the γ-herpesvirus subfamily, Epstein-Barr virus (EBV) and Kaposi’s sarcoma 
associated herpesvirus (KSHV), are lymphotropic, whereas the site of latency still has 
not been established for the β-herpesviruses, human cytomegalovirus (CMV) and 
human herpesvirus 6 and 7 (HHV-6 and HHV-7). All members of the herpesviridae 
contain the same structural elements of the viral particle (86). The double-stranded 
DNA genome is comprised within a capsid, composed of an icosahedral protein 
arrangement. The tegument, an amorphous layer composed of several proteins, 
surround the capsid. In turn, the tegument is encapsulated by the outermost structural 
element of the virion, the envelope. The envelope consists of a lipid bilayer membrane 
typically embedded with glycosylated proteins. The herpesvirus replication is initiated 
as the viral envelope adsorbs to the plasma membrane of the host cell, a process 
mediated by viral glycoproteins and proteoglycans and specific surface receptors of 
the host (83). The consequential fusion is followed by the internalization and 
dismantling of the virion as the capsid and the elements of the tegument are released in 
the cytoplasm. Subsequently, the viral DNA, in a circularized form, is transferred into 
the cell nucleus where both viral replication and transcription occur. In the lytic state, 
the expression of many herpesvirus genes results in that the viral DNA is capable to 
replicate independent of the host’s cell cycle (84). In the latent state, on the other hand, 
the herpesvirus may only replicate in tandem with the chromosomal DNA of the host. 
The ability of the members in the herpesvirus family to switch between latent and lytic 
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states may be critical in their evasion of the host immune responses, a main feature of 
the herpesviruses (87).  
 
KSHV and EBV are oncoviruses, as they are able to cause lymphoproliferation and 
cancers (88). EBV, the first oncovirus to be discovered, is the causal agent of several 
cancer forms such as Burkitt and Hodgkin lymphoma (89). However, although almost 
all adults are infected by EBV, the infection is in most cases not associated with tumor 
formation (88). The ability of latently infected cells to avoid immune responses is one 
of the factors that influence the carcinogenic effect of a viral infection. In addition, it 
has been established that parallel infections, toxic compounds, and the genetic 
predisposition of the host may be important aspects. Although Kaposi’s sarcoma (KS) 
was known already in the late 19th century, it was not until 1994 that KSHV, a 
previously unidentified herpesvirus, was identified as a causative agent (90). In 
addition, KSHV has also been associated with other human malignancies such as 
pleural effusion lymphoma (PEL) and multicentric Castleman’s disease (MCD) (91). 
All DNA viruses, such as herpesviruses, are dependent on that the building blocks for 
their genome, the deoxyribonucleotides (dNTPs), are available in sufficient supply to 
ensure their replication (92). In the host cell, the level of the dNTP pool varies 
depending on cell type and the stage of the cell cycle and reaches a maximum during 
cell division. However, in quiescent and terminally differentiated cells, the 
concentration of intracellular dNTPs is very low. As most cells in an adult organism 
have undergone differentiation and remain in such a dormant state, DNA viruses have 
been forced to apply various strategies to ensure adequate amounts of dNTPs. Large 
DNA viruses, such as some of the herpesviruses, have adopted a strategy to 
circumvent the problem. Due to the large size of their genome, these viruses are able 
to encode functional homologues of cellular enzymes involved in nucleotide 
metabolism. Such a strategy has resulted in that herpesviruses rely less on the host’s 
enzymatic machinery and are able to replicate regardless of the state of host cell. The 
α- and γ-herpesviruses appear to have adopted this strategy and encode functional 
homologues of cellular enzymes involved in nucleotide metabolism. In contrast, the β-
herpesviruses seem to lack many genes required for biosynthesis of the DNA 
precursors. Instead, β-herpesviruses seem to be able to force dormant cells to express 
cellular nucleotide anabolic enzymes to ensure their requirement for the dNTPs in 
resting cells. Nonetheless, the study of the herpesviral DNA metabolism is of great 
importance in the development of antiviral drugs.  
 
 
Alkaline Exonucleases of the Herpesviruses 
All herpesviruses encode a member of the alkaline exonuclease (AE) family, which 
has been annotated to belong to the PD-(D/E)XK superfamily of Mg2+-dependent 
nucleases (93,94). Structural studies of members of type II endonucleases revealed 
that, despite a low degree of sequence similarity, certain protein domains were 
conserved (93). A common feature of the members of the PD-(D/E)XK superfamily is 
the formation of a structural core, composed of a mixed β-sheet comprising four or 
five strands flanked by α-helices (93,94). This structural feature serves as scaffold for 
the formation of an active site for metal binding and catalysis, by spatially bringing 
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together two or three acidic residues, Asp or Glu, and a Lysine which constitute part of 
the signature residues of the PD-(D/E)XK superfamily. The lack of sequence similarity 
is further complicated by the fact that some members in this superfamily have 
developed different variants of the active site (93). For instance, the acidic residues, 
which constitute signature residues for members of this superfamily, have been noticed 
to be exchangeable with Asn or Gln residues. In other variants, these residues have 
been observed to “migrate” to other regions in the sequence while maintaining their 
spatial orientation. These aspects result in that the identification of new members 
solely based on sequence is hampered and often requires the determination of their 
tertiary structure. Furthermore, in many cases, the fold of the core itself may display 
variations, as insertions and terminal extensions may result in that additional 
subdomains are formed. These structural variations may result in different preferences 
regarding oligomerization and substrate specificities (93,94). Thus, although enzymes 
in this diverse superfamily, which often are involved in DNA recombination and repair 
events, vary in their substrate specificities, the prerequisite for catalysis seem to have 
been conserved (95). Constituting a subfamily in the PD-(D/E)XK superfamily, the 
AE family members have been found to be close to exclusively present in viruses (94). 
In herpesviruses, the AEs appear to be essential in the maturation and packaging of the 
viral genome into the viral capsids. The role of the AEs has been suggested to be 
involved in resolving branched genomic structures, a critical event in the formation of 
new infectious virions. In the amino acid sequences of the herpesviral AEs, seven 
conserved motifs have been found. The members of the AE family have been shown to 
exhibit 5’-3’ exonuclease activity in vitro, even though endonuclease and 3’-5’ 
exonuclease activities also have been observed to occur in vitro (94,96-98). However, 
despite the ability to act upon both single- and double-stranded substrates in vitro, the 
real substrate in vivo is still not established. For their activity, the AEs display an 
absolute requirement for a divalent cation, preferably a Mg2+ ion, although Mn2+ also 
functions to some extent (96-99). The enzymes also exhibit an alkaline pH optimum, 
hence the name, as well as a sensitivity to high salt concentrations (96,97,99).  
 
 
Host Shutoff of the Herpesviruses 
Viral infection is often accompanied by a global shutoff of the host cellular protein 
synthesis (100). For many viruses, the inhibition of cellular gene expression is crucial 
in their life cycle. Host shutoff not only allows maximum viral gene expression, but 
may also result in an evasion of the host immune defense, which may be vital for viral 
replication. In herpesviruses, host shutoff is an intrinsic feature of the α- and γ-
subfamilies. However, although inhibition of cellular protein synthesis on the mRNA-
level is a shared attribute of both the α- and γ-herpesviruses, the two subfamilies 
utilize different approaches to attain host shutoff (100). In the α-herpesviruses, the 
virion host shutoff (VHS) protein, a tegument protein encoded by the UL41 gene in 
HSV, is primarily responsible for host shutoff (100-102). VHS has been shown to be a 
RNase, degrading cellular as well as viral mRNA, with a preference for cleaving its 
substrate near the 5’ end where the translation is initiated (100,103). Although VHS 
appears to be a functional RNase on its own, it may depend on cellular factor(s) for 
proper mRNA targeting. In mammalian cells, VHS has been observed to interact with 



 47 

a eukaryotic initiation factor (eIF4H), which normally serves as a RNase helicase 
accessory factor in cellular translation (100). In addition, co-expression in bacteria of 
VHS and eIF4H resulted in the formation of a protein complex (103). Such a protein 
complex may be of significant relevance in the targeting of VHS to the initiation 
regions of translation of mRNA. The effect of the VHS protein is further enhanced by 
the activity of the immediate-early ICP27 protein, which inhibits splicing of pre-
mRNA (103-105). As HSV transcripts, in contrast to cellular transcripts, are generally 
not spliced, the actions of ICP27 result in that cellular mRNA ready for translation is 
further decreased (104,105). As observed in the α-herpesviruses, host shutoff of 
cellular proteins in the γ-subfamily also takes place at the mRNA level (106,107). It 
has been demonstrated that lytic replication of KSHV and EBV is accompanied by a 
shutoff of host gene expression by the actions of ORF37 and BGLF5 respectively. 
Interestingly, ORF37 and BGLF5 are not VHS homologues, but are members of the 
AE family. The additional shutoff function of the AEs in the γ-herpesvirus subfamily 
was first discovered for KSHV ORF37, which subsequently was named shutoff and 
exonuclease (SOX) protein (106).  
 
 
The Bi-functional Shutoff and Exonuclease protein  
In contrast to VHS, ORF37 and BGLF5 are not part of the tegument of the infecting 
virion, but are expressed during the early lytic phase (107). As already mentioned, in 
herpesviruses, members of the AE family are involved in processing of the viral 
genome. However, the AEs of the γ-subfamily have also been demonstrated, in vivo, to 
be responsible for host shutoff, which occurs at the mRNA level in the early lytic 
phase (106,107). Mutation studies of KSHV SOX and EBV BGLF5 have revealed that 
the DNase and shutoff functions of these bifunctional proteins are genetically 
separable and that these two activities also may take place in different cellular 
compartments (108,109). The degradation of cellular mRNAs may take place in the 
cytoplasm while the DNase activity occurs in the nucleus, in contrast to UL12, the α-
herpesvirus AE, which is strictly localized to the nucleus (108). It was also shown that 
mutations that eliminated only the shutoff function were located outside the seven 
conserved sequence motifs, whereas mutations affecting both or merely the DNase 
function were located within these motifs. These findings indicate the additional 
shutoff function of the γ-herpesvirus AEs has evolved more recently. Most 
interestingly, in contrast to the other herpesviral AEs, the shutoff activities of SOX and 
BGLF5 have been implicated to cause down regulation of human leukocyte antigen 
(HLA) molecules, which may reduce T cell recognition (107,109).  
 
 
The Structure of KSHV SOX (Paper IV) 
In the crystal structure, SOX was found to be a monomer. Two domains make up the 
SOX protein, an N-terminal domain, containing residues 7-164 as well as 446-481, 
and the larger C-terminal domain, containing residues 179-445 (Figure 17). The N-
terminal domain is composed of 10 α-helices varying in length whereas a 5-stranded β-
sheet with five flanking α-helices constitute the C-terminal domain, which is also 
denoted as the core domain, In some areas, the structure suffers from disorder and for 
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that reason residues 1-7, 165-178, 315-318 and 482-487 have been excluded in the 
final model. Together, the two domains endow the SOX structure with a bowl-shaped 
appearance in which a crevice forms in between the two domains. The two domains 
are connected via a loop region, designated the “bridge”, which starts with Gln154 and 
ends with Gly180. However, as mentioned above, the majority of the bridge, residues 
165-178, has been left out in the structure due to disorder. Some parts of this large 
crevice are positively charged which may be indicative of where DNA binding occurs. 
In addition, two sulfates, sulfate 1 (S1) and sulfate 2 (S2), were found to bind in the 
central region of the crevice, and a third, sulfate 3 (S3), at the edge of the crevice 
constituted by the core domain. In the bottom of the crevice, the conserved catalytic 
residues, Asp221 and Glu244, are situated in close proximity to the sulfates, S1 and 
S2. Asp221 and Glu244 corresponds to the active site carboxylate residues in the PD-
(D/E)XK motif of the type II nucleases. Together with the main chain oxygen of 
Ile245 and a water molecule, Asp221 and Glu244 coordinate an active site magnesium 
ion. In order to find structural relatives to SOX, a DALI search against PDB was 
conducted. During this search we found that the closest structural relative of SOX is 
the monomer of the bacteriophage λ-exonuclease (PDB ID 1AVQ) (110). In addition 
to the λ-exonuclease, other members of the type II PD-(D/E)XK nuclease superfamily 
were also identified as structural homologues. Despite the fact that SOX is noticeably 
larger than the λ-exonuclease and that the amino acid sequences of the two proteins do 
not show any significant sequence identity, the structures of SOX and λ-exonuclease 
can be successfully superimposed upon each other (Figure 18A). The superposition 
reveals that the two proteins are structurally very similar both in the overall structure 
as well as in the active site. However, while the active site of the SOX structure is 
characterized by disordered loops, the corresponding region in the λ-exonuclease 
structure appears to have fairly ordered secondary structural elements. Still, the 
magnesium ion coordinating residues in the SOX structure can be superimposed very 
well on top of the residues that coordinate a manganese ion in the λ-exonuclease 
structure (110). In addition, the position of a phosphate ion in the λ-exonuclease 
structure correlates well to S1 found at active site crevice in SOX. The phosphate and 
S1 interact with both main chain and side chain atoms from five residues that appear to 
be completely or partly conserved in SOX and the λ-exonuclease (Figure 18B). Thus, 
the positions of the sulfate/phosphate ions may point out where the terminal phosphate 
of the nucleic acid substrate binds. In addition to having a larger N-terminal domain, 
the SOX structure also has a different oligomeric state than the λ-exonuclease. The 
structure of the λ-exonuclease revealed a trimer while SOX was determined as a 
monomer. On the other hand, the trimeric state of the λ-exonuclease has been 
suggested to be the active form of the protein playing an important role in the 
processivity of the enzyme. Shortly before our results were published, a low-resolution 
structure of the BGLF5 protein from EBV was published (111). The two structures are 
very similar with minor variations in some loop regions as well as in some secondary 
structure elements of the N-terminal domain.  
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Figure 17 The overall structure of SOX. The N-terminal domain is colored in green and the core domain 
in purple. The three sulfate ions, designated S1-S3, are shown in stick representation, and the magnesium 
ion is shown as a gray sphere.  
 
A       B 

 
Figure 18 (A) Superimposition of SOX (green and purple) and the λ-exonuclease monomer (PDB ID 
1AVQ). (B) A stick representation of active site residues in SOX that are involved in the coordination of 
sulfate 1 and and the magnesium ion. The magnesium ion is shown as a gray sphere and in (B), a 
coordinated water molecule is shown as a red sphere.  
 
 
SOX Mechanism in DNA Processing 
As previously mentioned, members of the AE family have been shown to hydrolyse 
both single- and double-stranded DNA in vitro, the true substrate(s) in vivo is still not 
known. Thus, in an attempt to elucidate how SOX interacts with the nucleic acid, the 
positions of the sulfates were used as both single- and double-stranded nucleic acids 
were modelled in the active site crevice. The positions of two of the sulfates, S1 and 
S2, were used as reference points in an attempt to model a short single-stranded 
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oligonucleotide in the active site crevice of SOX. These attempts resulted in the 
finding that SOX is likely to accommodate 4 nucleotides in between the binding sites 
of S1 and S2. As shown in Figure 19A, the positions of S1 and S2 correspond to the 
binding sites of the phosphates of the oligonucleotide, P1 and P4. In addition, two 
other putative phosphate binding sites, P2 and P3, were identified. The position of P2 
in close proximity to the Mg2+ site makes it a likely candidate for positioning the 
phosphodiester bond at the site of hydrolysis. The hydrolysis may occur via a direct 
attack from an activated water molecule on the phosphodiester bond as has been 
suggested for other type II nucleases (112,113). These parts of the cavity region of 
SOX display a high degree of sequence conservation in all herpes AEs (Figure 19A). 
However, the size of the active site crevice indicates that SOX may also be able to 
interact directly with double-stranded DNA. In fact, the modelling of double-stranded 
DNA 11-mer using the same reference points, S1 and S2, implies that SOX is able to 
encompass a double-stranded DNA substrate into its large cavity. Interestingly, the 
modelling also suggests that the binding site of the third sulfate, S3, may be involved 
in the interaction with the nucleic acid.  
 
A       B 

 
Figure 19 Modeling of DNA binding to SOX. (A) A conserved residue map, based on sequence alignments 
with the other human herpesvirus AEs. Completely conserved residues are colored red and nonconserved 
residues are colored dark blue.  The degree of conservation spans from red to orange to green to light blue 
to dark blue. A short oligonucleotide (4 bp) was modelled in the highly conserved crevice on top of the 
positions of sulfate 1 and sulfate 2. The phosphates in the DNA backbone of this oligonucleotide are 
labelled P1-P4, following the 5’-3’ direction. (B) Modeling of duplex DNA binding to SOX, based on the 
positions of all three sulfates. SOX is viewed in a different orientation compared to (A) for clarity. In 
similarity to what is seen for the single-stranded substrate in (A), sulfate 1 and sulfate 2 align with P1 and 
P4 of one of the strands (light blue) and sulfate 3 aligns with a phosphate situated further downstream in 
the complementary strand (dark blue).  
 
In an attempt to provide further clues regarding the binding mode of nucleic acids to 
SOX, ligand-induced thermal shifts were measured using a fluorescence-based thermal 
melt assay in the presence of different non-hydrolysable oligonucleotides, both single- 
and double-stranded, (Table 1). For all oligonucleotides that were examined, 
significant thermal shifts could be measured. Interestingly, a single-stranded 
oligonucleotide with a phosphate at the 5’-position gave a significantly higher shift 
than oligonucleotide with a phosphate at its 3’-position, in agreement with that SOX 
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exhibits a stronger 5’-3’-exonuclease activity (114,115). Furthermore, double-stranded 
oligonucleotides with a phosphate at the 5’-position but with different modes of base-
pairing also gave rise to various significant shifts. Although it cannot be ruled out that 
the slight differences in length of the different oligonucleotides may influence the 
results, it was interesting to notice that the most significant shift was that of a fully 
complementary 14-mer duplex, which was significantly higher than the shifts observed 
for duplexes with a overhang or partial non-complementary base-pairing. 
Nevertheless, the data suggest that SOX is able to bind a double-stranded DNA 
substrate and that the binding of the 5’-phosphate is of importance, in agreement with 
the position of the 5’-phosphate at the P1 pocket in our model. Interestingly, all of the 
seven conserved motifs of the herpesvirus AEs were located in the active site or near 
regions suggested to be involved in DNA binding. 
 
Complex  Oligonucleotide TM  SD 

(TM) 
 
SOX without oligonucleotide 
 

 
None 
 

 
50.0 
 

 
0.2 
 

 
SOX + Duplex with overhang: 
9 complementary bp and 5 single 
stranded overhang bp 
 

 
5'PAATTCGATCCCGGT-3' 
3'P-GCTAGGGCCA-5' 

 
55.4 
 

 
0.3 
 

 
SOX + Non-complementary 
Duplex: 
9 complementary bp and 5 
noncomplementary 
bp 
 

 
 5'PAGTTAGATCTTAAA-3' 
                   / CTAGAATTT-
5' 
3'-CATGA/ 
 

 
53.4 
 

 
0.3 
 

 
SOX +Complementary Duplex: 
14 complementary bp 
 

 
5'-TGAG CGATCCGAGT-3' 
3'-ACTCGCTAGGCTCA-P5' 
 

 
58.9 
 

 
0.3 
 

 
SOX + Single stranded DNA with 
3’P 
 

 
5'-ACCGGGATCG-3'P 
 

 
52.9 
 

 
0.3 
 

 
SOX + Single stranded DNA with 
5’P 
 

 
5'P-ACTCGGATCGCTCA-3' 
 

 
54.5 
 

 
0.5 
 

Table 1 Results from the fluorescence-based thermal melt assay using different non-hydrolysable 
oligonucleotides, both single- and double-stranded. TM: Thermal melting point. SD: Standard deviation.  
 
 
Mapping Mutations onto the SOX Structure 
Prior to our structural studies, two rounds of mutagenesis studies of SOX had been 
conducted in order to characterize this bifunctional protein (106,108). The first study 
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was carried out using a somewhat focused strategy (106) whereas the second 
employed random mutagenesis (108). The effects of various amino acid substitutions 
were analysed using an in vitro DNase assay and an in vivo shutoff assay. These 
studies identified both double function mutants, in which both functions were affected 
(106), and single function mutants, in which either the DNase or the shutoff activity 
was affected (108). The double function mutations that affected both functions 
correspond to a Gly217/Ala substitution and a Asp221/Glu substitution (106). A 
substitution of Gln129 to a histidine residue was found to result in a complete loss of 
DNase activity while not affecting the shutoff activity (108). Several amino acid 
substitutions were observed to affect the shutoff activity: Thr24/Ile, Ala61/Thr, 
Pro176/Ser, Val369/Ile, Asp474/Asn and Tyr477/Stop codon. Interestingly, as these 
substitutions were mapped on the SOX structure it was noticed that the mutations that 
affect the DNase function are located in the active site region whereas mutations only 
affecting the shutoff function are mostly found close to the protein surface of the N-
terminal domain (Figure 20). Still, two of the amino acid substitutions, Gly217/Ala 
and Asp221/Glu, that affect the shutoff, as well as the DNase activity, are located in 
the active site region of SOX. An interesting finding as Asp221 is observed to 
coordinate the magnesium ion in the SOX structure.  
 

 
Figure 20 Substitutions that abolish DNase and shutoff activities have been mapped in the crystal 
structure of SOX. Double-function substitutions, which abolish both DNase and shutoff activities, are 
colored in red. A single-function substitution that only affects DNase activity is shown in orange, while 
single-function substitutions that only abolish the shutoff activity of SOX are colored in pink.   
 
 
Shutoff Function of the Bi-functional SOX Protein 
The structural work conducted in this study still leaves some question marks regarding 
how the SOX protein mediates the host shutoff. For instance, SOX may bind and 
degrade mRNA directly. Alternatively, as the shutoff activity only has been observed 
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in vivo, SOX-mediated mRNA degradation may be dependent on additional binding 
partners, viral or cellular. It may even be so that SOX mediates host shutoff indirectly 
by activating an intrinsic mRNA degradation pathway. The mapping of the single- and 
double function substitutions on the SOX structure gives some interesting clues to 
SOX role in host shutoff. For instance, a direct function of SOX as an RNase is 
supported by the positions of the double function substitutions in the active site region, 
which indicate that the shutoff activity is dependent on the same active site as the 
DNase activity. In addition, the predominant location of the single function 
substitutions, which affect the shutoff activity, in the N-terminal domain implies that 
this domain may be involved in making essential interactions with RNA and/or an 
unidentified protein, resulting in the direct degradation of RNA or the activation of a 
mRNA degradation pathway. As mentioned before, shortly before our results were 
published, a low-resolution structure of the BGLF5 protein from EBV was published 
(111). In this study, the authors found that the SOX homologue exhibited RNase 
activity in the presence of manganese ions. It would be of great interest to test SOX in 
the same manner, but this has not yet been done.  
 
 
ORF60 of KSHV- The R2 Subunit of the Ribonucleotide Reductase  
The enzyme ribonucleotide reductase (RNR) is present in cells from all life forms as 
well as in some large DNA viruses, such as herpesviruses (116). This allosterically 
regulated enzyme is responsible for the reduction of all four ribonucleotides to their 
corresponding deoxyribonucleotides (dNTPs) (Figure 21), the building blocks of 
DNA. Thus, the activity of this enzyme regulates the cellular levels of the dNTP pool, 
ensuring that accurate DNA replication and repair may occur. Based on the source of 
the radical cofactor used in the reductive reaction, RNRs are divided into three classes, 
I, II and III. Class I is further divided into subclasses Ia and Ib. Class I RNRs are 
composed of a heterotetramer, which in turn is composed of two homodimers of the 
R1 and R2 subunits. The R1 subunit contains the active site as well as the sites for 
allosteric regulation. The R2 subunit contains a dinuclear iron center as well as a stable 
tyrosyl radical per monomer. The di-iron site generates a free radical, typically located 
at a tyrosine residue, by the reductive cleavage of molecular oxygen. The radical is 
subsequently transferred to the R1 subunit activating the nucleotide substrate for 
catalysis. In eukaryotes the activity of the RNR enzyme is cell cycle dependent, and 
reaches its highest levels during the S phase, when DNA synthesis and replication 
occur (117). The regulation of the two subunits differs and the R2 subunit is rate 
limiting for the activity of the RNR enzyme. The regulation of the R2 subunit occurs 
on both the transcriptional level and by protein degradation. The R2 gene is not 
transcribed in resting cells. However, certain events, such as DNA repair and synthesis 
of mitochondrial DNA, require that the synthesis of deoxyribonucleotides also occur in 
resting cells. Thus, in order to synthesise dNTPs in response to DNA damage, 
quiescent cells are able to synthesize another cellular R2, p53R2, which together with 
R1 form a functional RNR complex (116,117). The name reflects the fact that it is 
controlled/regulated by the transcription factor and tumor suppressor p53. In addition, 
viral replication in infected cells may also trigger the production of dNTPs. 
Interestingly, members of the α- and the γ-herpesviruses encode two class Ia subunits, 
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R1 and R2, of the RNR enzyme, while members of the β-subfamily only encode an 
inactive R1 subunit (92). The presence of a fully functional RNR in the α- and the γ-
herpesviruses, although the host already encodes a functional enzyme of its own, 
indicates that the virus may have evolved to ensure a sufficient supply of nucleotides 
even if the host is in a quiescent state. The regulation of the viral and host RNR may 
also differ. The oncovirus KSHV, together with the Epstein-Barr virus (EBV), belongs 
to the γ-subfamilies of human herpesviruses. The R2 subunit of herpesviruses, encoded 
by the ORF60 gene in KSHV, shares a low sequence identity to other R2s of both 
bacterial and eukaryotic origin (117).  Still, no structure of any R2 from herpesviruses 
has been published. An interesting feature of ORF60 is that a glutamate, Glu64, is 
found in the position usually occupied by a metal-coordinating aspartate. Studies of 
this enzyme may be of significant importance as it may serve as a potential drug target 
for the treatment of herpesviral infections and its associated cancer forms.  
 

 
Figure 21 The reductive reaction catalyzed by RNR. 
 
 
Crystallization and Structure Determination of ORF60 (Paper V) 
Initial crystallization trials were unsuccessful in producing any crystals of the ORF60 
protein. Thus, in an attempt to promote crystal formation, in situ proteolysis was 
undertaken in which a small amount of chymotrypsin was added (7). This resulted in 
that crystal platelets were formed (Figure 22A). However, crystallization optimization 
failed to produce three-dimensional crystals suitable for structural determination. The 
crystallization was further improved by the addition of hexamine cobalt (III) chloride 
as an additive, which induced the formation of three-dimensional crystals suitable for 
diffraction experiments (Figure 22B). 
 
The structure of ORF60 has been determined but the structure is still undergoing 
model building and structure refinement. Still, its crystal structure reveals a 
homodimer in which each monomer is composed of an α-helix bundle similar to other 
R2s but with some interesting features in the metal site (Figure 23). Based on the 
electron density, there seems to be no iron atoms present at the dinuclear iron center. 
Instead it is more likely to be occupied by two water molecules, since no electron 
density is present above 3 σ. However, the short distances and the geometry between 
the metal coordinating residues and one of these putative water molecules do suggest 
metal binding. These factors together with the fact that magnesium ions were present 
in the crystallization condition make us suggest that a Mg2+ ion occupies at least one of 
the di-iron metal sites. In addition, there seems to be no clear electron density for the 
putative metal coordinating Glu64 (see below). Further experiments will be required to 
determine the identity of the atoms in the di-nuclear metal site in ORF60. 
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Figure 22 Crystals of ORF60 from KSHV. A) Crystal plates were formed as a result of in situ proteolysis 
with chymotrypsin as the proteolytic agent. B) The addition of (Hexamine) cobalt (III) chloride resulted in 
the formation of more three-dimensional crystals. 
 
A       B 

 
Figure 23 (A) Overall structure of the homodimeric ORF60, the RNR R2 subunit from KSHV. The 
different monomers are colored in blue and red. Metal coordinating residues are shown in stick 
representation and putative magnesium ions shown as gray spheres. (B) Close-up of the metal binding site 
of one of the monomers. Again, metal coordinating residues are shown in stick representation and 
putative magnesium ions shown as gray spheres. 
 
In both subunits, the residues 64-81 and 110-142 are disordered, which results in the 
di-iron metal site being unusually accessible for the solvent. Interestingly, the first 
disordered residue in the first missing segment of both subunits corresponds to Glu64, 
which is supposed to be a metal-coordinating residue of the di-iron site. Whether or 
not the observed disorder is due to proteolysis during crystallization or if it is an 
intrinsic feature of the ORF60 protein remains to be seen. At the moment, we are not 
able to give an answer to this subject. However, in the structures of human p53R2 
(PDB ID: 2VUX and 3HF1) (118) as well as in other R2 structures (Plasmodium vivax 
(PDB ID: 2O1Z), and Saccharomyces cerevisiae (PDB ID: 1JK0)) (119) similar 
disorder and/or displacement of the structural equivalents of metal-coordinating Glu64 
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can also be observed. At present, it is not known whether such unstructured regions of 
the ORF60 protein may be of any physiological significance.  
 
 
 
 
 



 57 

Future Prospects 
 
The work described in this thesis has resulted in structural determination of five 
different proteins from two projects, the E. coli project and the herpesvirus project. 
However, for both projects, further efforts may prove to be necessary to clarify their 
functional role. Structural determination of the tertiary structure of a protein molecule 
may reveal a great deal about its molecular function. However, the elucidation of the 
quaternary structure of a protein complex may in some cases be necessary for a 
comprehensive understanding of a protein’s mechanism. Thus, for the E. coli project, 
it would be of great interest to elucidate the protein-protein interactions that have been 
observed to occur between YhaK and YhaJ. For instance, the determination of a 
putative YhaK-YhaJ protein complex would be of great value in the functional 
annotation of the YhaK protein. Formation of such a protein complex may indicate 
that YhaK plays the role of a transcription factor in which DNA binding may be 
facilitated through the HTH motif of YhaJ. In addition, in the functional annotation of 
YhaK it would be interesting to determine its physiological response, alone or in a 
putative complex with YhaJ, to cellular changes in the redox environment and/or salt 
(i.e chloride or other halides) concentrations. 
 
In the herpesvirus project, the ORF60 structure will be completed and analyzed. It 
would be of great interest to determine if the structural disorder that was observed 
around the metal binding site of both R2 monomers is an intrinsic feature of this 
protein or a consequence of adding a protease during crystallization. In addition, many 
targets from both the E.coli and herpesvirus projects remain to be structurally 
characterized. The pursuit of these interesting, but not trivial, targets will require a 
significant effort. The in situ proteolysis approach that was used in crystallization of 
ORF60 may be helpful in this endeavour. Furthermore, the quaternary structure of 
SOX in complex with different non-hydrolysable oligonucleotides would shed some 
light on the substrate specificity of this bifunctional protein. Initially, the aim has been 
focused on the determination of the structure of the viral proteins alone, but eventually 
the focus should shift towards determining complex structures, composed of two or 
more viral protein partners as well as between viral and human protein partners. Such 
complexes will most likely have biological implications as well as being of medical 
relevance, since they may elucidate important interactions between host and pathogen. 
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