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Abstract

The identity of dark matter is one of the key outstanding problems in both
particle and astrophysics. In this thesis, I describe a number of comple-
mentary searches for particle dark matter. I discuss how the impact of
dark matter on stars can constrain its interaction with nuclei, focussing
on main sequence stars close to the Galactic Centre, and on the first stars
as seen through the upcoming James Webb Space Telescope. The mass
and annihilation cross-section of dark matter particles can be probed with
searches for gamma rays produced in astronomical targets. Dwarf galax-
ies and ultracompact, primordially-produced dark matter minihalos turn
out to be especially promising in this respect. I illustrate how the results
of these searches can be combined with constraints from accelerators and
cosmology to produce a single global fit to all available data. Global fits
in supersymmetry turn out to be quite technically demanding, even with
the simplest predictive models and the addition of complementary data
from a bevy of astronomical and terrestrial experiments; I show how ge-
netic algorithms can help in overcoming these challenges.

Key words: dark matter, supersymmetry, gamma rays, dwarf galaxies,
stellar evolution, cosmological perturbations, phase transitions, statistical
techniques
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tian Farnier & Yashar Akrami. Direct Constraints on Minimal Su-
persymmetry from Fermi-LAT Observations of the Dwarf Galaxy
Segue 1, JCAP 01, 031 (2010) arXiv:0909.3300.

Paper V Yashar Akrami, Pat Scott, Joakim Edsjö, Jan Conrad & Lars
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Preface

This thesis deals with strategies for detecting and identifying dark mat-
ter. Identification means somewhat more than simply establishing that
dark matter is a particle with a certain mass, and belongs to one or an-
other proposed phenomenological candidate class (WIMPs, axions, etc).
Although this alone would be a tremendous achievement, it would be just
the first step. In my opinion, it is the second that is actually the more
interesting (and difficult) of the two.

Rather, true identification means establishing which particle (or par-
ticles) are responsible for dark matter, and characterising the actual field
theory to which they belong. The papers included in this thesis all work
towards achieving the first of these goals, but some (Paper IV and Paper
V especially) also make contributions towards the second.

Thesis plan

This thesis is divided into two parts: Part I gives an introduction to the
field and my work in particular, and Part II provides the included papers.
Chapter 1 of Part I describes the observational evidence for dark matter,
Chapter 2 details the various models proposed to explain it, and Chapter 3
discusses the strategies which may be used to search for it. Chapter 4 gives
a brief exposition of some of the most important uncertainties entering
dark matter searches, and Chapter 5 summarises the results presented in
the papers of Part II.

The papers included in this thesis span quite a broad range of topics
within the theme of dark matter searches. Many of them include introduc-
tory sections with specific background material on the physics, existing
literature and computational techniques relevant to their respective top-
ics. Each paper also includes extensive discussion and interpretation of
the results it presents; as one should expect, they are quite self-contained
and largely self-explanatory. In most cases, it was I who was responsible

xi



for actually writing those sections (or at least extensively revising them).
Instead of simply repeating material already included in the papers them-
selves, I have thus intentionally written the first four Chapters of Part I
with the character of a textbook-level introductory review, so as to ex-
plain and justify the broader scientific context in which the six papers
have been written. In this undertaking I have not aimed for compre-
hensive coverage of the literature. Full historical references and further
details on the topics covered in Chapters 1–4 can be found in extensive
review articles by Jungman, Kamionkowski & Griest (1996), Bergström
(2000) and Bertone, Hooper & Silk (2005), as well as the recent reference
volume edited by Bertone (2010).

Unlike in some theses, the included papers of Part II should not be
considered appendices. They are in fact the main body of this thesis,
equivalent to Results, Discussion and Conclusion chapters in a traditional
monograph. Their main results, figures and conclusions are summarised
for the reader’s convenience in Chapter 5, but the actual papers should
be recognised as the definitive exposition of the work contained in this
thesis. In short, the ethos I have adopted is that Part I should essentially
contain information not provided already by Part II; there should be as
little regurgitation as possible of content which is already contained in the
six included manuscripts. Accordingly, Chapter 5 also places the results
of Part II back into the broader context established by Chapters 1–4, and
presents an outlook for future work.

Contribution to papers

My contribution to the included papers is as follows. For Paper I, I
wrote and ran the stellar evolution code (as opposed to the static stellar
structure code), and revised the manuscript. I discussed methods, results
and conclusions together with the other authors. For Paper II, I designed
most of the study, wrote the code and ran it using orbital and velocity data
provided by Malcolm, and the results of neutrino simulations performed
by Joakim. We discussed methods, results and conclusions together. I
wrote the paper. I had the original idea for Paper III, designed the bulk of
the study, wrote most of the paper and performed all calculations except
for adiabatic contractions, which were done by Sofia. We interpreted
results together. I designed almost all aspects of the work in Paper IV,
with significant input on statistical matters from Jan. I wrote the software
and ran it using data reduced by Christian, and wrote the paper. I
interpreted results together with the other authors. For Paper V, I made

xii



large contributions to the design and implementation of the study. I
wrote sections of the paper and revised the remainder. I also organised
the constituent physical codes into a consistent and functional starting
point, from which Yashar added the genetic algorithm code and ran it.
We discussed and interpreted results together with the other authors.
For Paper VI, I helped design the study, wrote sections of the paper and
computed tlusty model atmospheres. I discussed methods and results
primarily with Erik, Fabio and Sofia.

Pat Scott
Stockholm, March 2009
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Chapter 1

The need for dark matter

Dark matter has become such an established paradigm in modern astro-
and particle physics that its existence is generally accepted with little
explanation. Such blithe and widespread adoption of a cosmology in
which an unknown matter plays the pivotal role has led some to become
a little sceptical about its existence. It is worth reminding ourselves,
from time to time, of the strong and compelling evidence on which this
paradigm actually stands. As it so happens, we will also pick up a good
deal of information along the way about what properties dark matter
must have.

1.1 Kinematics

The earliest identification of dark matter came from the velocity disper-
sions of galaxies within clusters. Zwicky (1933) noticed that the outer
members of the Coma cluster were moving far too quickly to be merely
tracing the gravitational potential of the visible cluster mass. The only
way the observed velocities of the cluster members could be reconciled
with the virial theorem was to postulate that the cluster also contained
another large, but unseen, mass component: dark matter. Today, an
equivalent technique is used to weigh clusters in large-scale X-ray surveys
(e.g. Vikhlinin et al. 2006; Pacaud et al. 2007). In this case, because the
hot, X-ray-emitting intracluster medium is entirely virialised, its temper-
ature can be used to infer the total potential energy of the system, and
therefore the cluster mass. Such surveys consistently confirm Zwicky’s
finding that clusters contain far more dark than luminous matter.

It was not until similar effects were seen at the galactic level by Rubin
and collaborators (Rubin & Ford 1970; Rubin et al. 1978, 1985) that the

3
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Figure 4. Observed H I rotation curve of the nearby dwarf spiral galaxy M33 (adapted
from [74]), superimposed on an optical image [75]. The dashed line shows the estimated
contribution to the rotation curve from the luminous stellar disk [74]. There is also a
smaller contribution from gas (not shown).

rotation curve from the luminous disk computed in [74]. (There is at large radii also

a small contribution from the gas mass, not shown in the Figure.) As can be seen,

the rotation curve is rising well beyond the point where Newtonian dynamics based on

only the luminous mass would predict a decline. Since the curve continues to rise at

the last measured points, only a lower limit to the mass of the dark halo can be given,

M ∼> 5 · 1010 M!, more than 10 times the mass in stars and gas. It is noted in [74] that

an NFW profile in fact fits the rotation curve quite well but the central concentration

is lower than that predicted by an ΩM = 1 universe, perhaps indicating again the need

to decrease the matter density (while allowing a cosmological constant to give a flat

large-scale geometry).

7. Models for non-baryonic dark matter

Given that the total mass density of the universe seems to be higher than what is

allowed by big bang nucleosynthesis for baryons alone, an important task of cosmology

and particle physics is to produce viable non-baryonic candidates and to indicate how

Figure 1.1. The observed rotation curve of the dwarf spiral galaxy M33,
and the curve one would predict purely on the basis of the luminous disc.
The fact that the curve is flatter than predicted suggests the presence of
a halo of dark matter, extending to large galactic radii. From Bergström
(2000).

idea of dark matter really began to gain traction. Like the galaxies in
the outer region of the Coma cluster, stars in the outer reaches of spiral
galaxies are seen to rotate far more quickly than would be expected if each
galaxy consisted only of the matter visible in stars and gas. An example
of such anomalous circular velocities is shown in Fig. 1.1 for a dwarf spiral
galaxy, M33. Here, the rotation curve expected purely on the basis of the
stellar mass drops off markedly at long distances from the centre of the
galaxy, whereas the observed curve is far flatter. This can be explained
by the presence of an additional halo of dark matter, far more extended
than the observed stellar disk.

Similarly, the observed proportionality between the luminosity L of
spiral galaxies and the maximum circular velocity Vmax of their members,

L ∝ V β
max , β = 3 ∼ 4, (1.1)

known as the Tully-Fisher relation (Tully & Fisher 1977), can be explained
by dark matter and the virial theorem (Aaronson et al. 1979). The virial
theorem leads to a direct correspondence between the total galactic mass
M and Vmax. The self-similarity of hierarchically-formed dark matter
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Figure 1.2. An image of a gravitationally lensed cluster (left), along
with the corresponding mass map of the foreground cluster. In the image
on the left, the foreground cluster can be seen in yellow, with the lensed
image of the background cluster visible in blue. The reconstructed mass
map shows a large, broad peak around the centre of the cluster which is
not visible in the optical image, indicating the presence a massive dark
halo. Credit: Greg Kochanski, Ian Dell’Antonio, and Tony Tyson (Bell
Labs, Lucent Technologies). See also Tyson et al. (1998).

halos (e.g. Navarro, Frenk & White 1996) and their resident baryonic
disks causes this to be a power-law dependency. Assuming that for a
given class of spiral galaxies (early-type, late-type, etc.) the mass-to-
light ratio (M/L) is approximately constant, the relationship translates
directly into a power-law dependency of L upon Vmax. A similar argument
holds for the analogous relation for elliptical galaxies, the Faber-Jackson
relation (Faber & Jackson 1976).

1.2 Gravitational lensing

According to General Relativity, the presence of any mass causes the
space in its vicinity to curve. Curvature of space implies curvature of
geodesics, which results in bending of light rays around massive bodies.
In this way, light from background objects can be ‘lensed’ by massive fore-
ground objects, as the light rays passing through the foreground objects’
gravitational field are bent towards a distant observer. At the simplest
level, this causes a background object to appear brighter than it otherwise
would. This phenomenon provides a clean and unambiguous means by
which to probe the mass distribution in a foreground object.
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Figure 1.3. Composite image of the colliding ‘Bullet Cluster’, obtained
with gravitational lensing. The lensing mass map is shown in blue, and
the X-ray observations tracing the gas component are shown in pink. The
offset of the mass and gas maps indicates that the mass of each cluster
does not consist predominantly of gas, nor does it track the gas. Whilst
the gas has collided with and exerted friction on the other cloud, leading
to the characteristic ‘punch-through’ shape of the cluster to the right,
the bulk of the mass has simply passed through the collision unimpeded.
This proves that the majority of the matter in each cluster is collisionless
dark matter. X-ray data: NASA/CXC/CfA/Markevitch (2006). Lensing
Map: NASA/STScI; ESO WFI; Magellan/U.Arizona/Clowe et al. (2006).
Optical data: NASA/STScI; Magellan/U.Arizona/Clowe et al. (2006).

Distant clusters lensed by closer ones show evidence of extensive grav-
itational lensing, far more than can be explained by the observed distribu-
tion of luminous matter in the foreground cluster (e.g. Tyson et al. 1998;
Massey et al. 2007). Fig. 1.2 gives an example of such a cluster, exhibiting
a large, smooth mass component in the lensing map to the right, which
is not accounted for by the distribution of luminous matter shown in the
optical image to the left.

Probably the most famous example of a dark matter lens is the so-
called Bullet Cluster (Clowe et al. 2006), shown in Fig. 1.3. This object
is in fact two clusters that have recently collided. In this case, not only
does the lensing map (in blue) exhibit large amounts of dark matter not
evident in the X-ray gas map (in pink), but the distribution of the two
components also provides crucial insight into the properties of the dark
matter. That is, the dark matter halos have passed straight through both
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the gas clouds and each other, and appear essentially undisturbed after
the collision. The gas clouds, on the other hand, have clearly exerted
friction on each other as they have collided, leading to the characteristic
ballistic shape of the rightmost cloud. This shows that dark matter does
not necessarily have to track luminous matter in any way, and that it
does not interact strongly with either gas or itself; this means that it is
effectively collisionless.

1.3 The large scale structure of the Universe

On large scales, the Universe shows a wealth of structure: galaxies are
gathered into clusters, clusters are part of superclusters, and superclusters
are arranged into large-scale sheets, filaments and voids. This cosmic
scaffolding has been revealed by large-scale surveys such as 2dFGRS (the
2-degree Field Galaxy Redshift Survey; Colless et al. 2001) and SDSS (the
Sloan Digital Sky Survey; Tegmark et al. 2004). Presumably, the pattern
of galactic superstructure reflects the history of gravitational clustering of
matter since the Big Bang. If dark matter were present during structure
formation, it should have influenced the pattern of large-scale structure
we see today.

Large-scale cosmological ‘N-body’ simulations (e.g. Navarro et al. 1996;
Springel et al. 2005; Diemand et al. 2007; Springel et al. 2008a; Diemand
et al. 2008) demonstrate that the observed large-scale structure of lumi-
nous matter could only have been formed in the presence of a substantial
amount of dark matter. Furthermore, the bulk of dark matter must be
both cold and non-dissipative for the correct structures to be produced.
‘Cold’ in this context means that it moves very non-relativistically, and
so has a short free-streaming length (less than the size of a gas cloud
undergoing gravitational collapse, for example). Being cold means that
the dark matter can gather gravitationally on small scales and so seed
galaxy formation, but being non-dissipative prevents it from cooling and
collapsing with the luminous matter, which would produce larger and
more abundant galactic disks than are observed. Hot (highly relativistic)
and warm (borderline relativistic) dark matter could still make up a frac-
tion of the total dark matter, though just how large a fraction depends
critically upon how warm that fraction is.

Large-scale galaxy surveys not only provide information as to the
amount and pattern of structure present in the Universe, but also a handle
on the total mass contained within it (e.g. Tegmark et al. 2004; Cole et al.
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2005; Percival et al. 2010). To a first approximation, the characteristic size
of baryonic density perturbations which can survive until matter-radiation
equality (and therefore collapse to form galaxies and clusters) is set by the
mean density of baryons in the Universe (Silk 1968); smaller perturbations
are destroyed by radiative and neutrino damping, larger ones fragment.
In the presence of an additional matter component which gravitates but
does not couple radiatively to the baryons, the power spectrum of per-
turbations which ultimately survive to form galaxies is modified by the
enhanced gravitational clustering. The resulting large-scale galaxy power
spectrum is thus strongly dependent upon the total matter density of the
Universe, and weakly dependent upon the fraction of matter contained in
baryons. Recent surveys indicate a total matter (i.e. dark plus luminous
matter) density of Ωm ≡ ρm/ρc ≈ 0.29 (Percival et al. 2010), where ρc is
the critical density required to close the Universe.

1.4 Big bang nucleosynthesis

A critical prediction of the hot Big Bang cosmology is that protons and
neutrons were fused in the primordial fireball to create the light elements,
as it cooled to temperatures of the order of an MeV. Modulo the effect of
neutrinos, the resulting elemental abundances depend only on the nuclear
reaction rates and the baryon-to-photon ratio (η) at the time. Labora-
tory and theoretically-calculated nuclear reaction rates (e.g. Angulo et al.
1999) can therefore be used to derive the primordial abundances of the
elements as a function of η (e.g Coc et al. 2004; Steigman 2007; Iocco
et al. 2009), as shown in Fig. 1.4.

The parameter η is completely equivalent to Ωbh
2 (up to a con-

stant of proportionality), where Ωb is the baryon density of the Universe
and h ≡ H0/100 km s−1 Mpc−1 is the dimensionless Hubble parameter.
H0 ≡ v/d is the Hubble constant, describing the speed v at which galax-
ies at a distance d appear to be receding due to the expansion of the
Universe. With observations of the true primordial abundances of the
elements and an independent measurement of h, Big Bang Nucleosyn-
thesis (BBN) therefore allows us to measure the primordial value of Ωb.
Measurements of the Hubble parameter are abundant; the most widely-
used comes from the Hubble Key Project (h = 0.72 ± 0.08; Freedman
et al. 2001). The primordial abundances of the light isotopes are some-
what more difficult to come by, requiring direct observations of extremely
unevolved systems.
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Because deuterium (D) is easily destroyed in stellar interiors and not
produced in substantial amounts by other processes, its abundance shows
a roughly steady decrease with time. The D/H ratio is often obtained by
observing absorption lines in very old hydrogen clouds backlit by high-
redshift quasars, and extrapolating backwards to nucleosynthesis. 3He,
on the other hand, is created and destroyed in stellar interiors, the inter-
stellar medium and the Earth’s atmosphere, so its primordial abundance
is very difficult to estimate reliably. The best upper limits to its primor-
dial abundance come from emission line observations of the least evolved
Galactic H ii regions, or the protosolar nebula. Similarly, 4He is produced
ubiquitously in hydrogen fusion via the pp-chain in stars, so its abundance
is substantially polluted relative to BBN; its higher abundance than 3He
at least allows determinations using emission from extragalactic H ii re-
gions.

7Li is observed in absorption in the atmospheres of extremely metal-
poor halo stars, where its abundance may eventually plateau with decreas-
ing metallicity (Spite & Spite 1982). 6Li has also been seen in such stars
(Asplund et al. 2006), though its presence can only be inferred from a very
careful treatment of the isotopic broadening of spectral lines, along with
the related three-dimensional effects of convection and departures from
local thermodynamic equilibrium (LTE) on the line shapes. The heavier
elements are rarely considered because their tiny primordial abundances
make any reliable observational determination virtually impossible.

The abundances of D and the He isotopes point very consistently to
a baryon density of Ωb ≈ 0.04. The corresponding prediction for the
lithium isotopic abundances do exhibit some tension with observation:
7Li is seen to be under-abundant relative to the BBN prediction, and
6Li is not expected to have been produced in BBN at all. Both lithium
isotopes are intrinsically unstable however, and subject to assorted pro-
cessing in different stellar layers and the interstellar medium. The stellar
determinations are also extremely difficult, depending crucially upon the
input atomic data required for isotopic shifts and non-LTE calculations,
and the fine points of detailed convective line shapes in stars known to be
heavily effected by 3D corrections to their inferred abundances. Although
it remains to be seen if the discrepancies will indeed be borne out by fu-
ture observations, there is speculation that they might be explained by
non-standard BBN caused by particle physics beyond the standard model
(BSM; beyond the SM), including some specific dark matter models (e.g.
Jedamzik & Pospelov 2009).
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baryon abundance η10. In Figure 5, the SBBN-predicted relic abundances of D,
3He, 4He, and 7Li as a function of η10 are shown. The trends revealed in Figure 5
are easily understood on the basis of the preceding discussion. For example, D, 3H,
and 3He are burned to 4He, and the higher the baryon abundance, the faster are
D and 3He burned away and the smaller are their surviving abundances. Because
the 4He abundance is limited by the abundance of neutrons, the primordial 4He
mass fraction is very insensitive to η10, YP ≡ 4y/(1 + 4y) ≈ 2(n/p)BBN

1+(n/p)BBN
≈ 1/4 (see

Figure 3), where y ≡ nHe/nH. Of course, defined this way, YP is not really the
mass fraction because this expression adopts precisely 4 for the 4He-to-H mass ra-
tio. However, the reader should be warned that YP defined this way is convention-
ally referred to by cosmologists as the 4He mass fraction. The residual dependence
of YP on η10 results from the fact that the higher the baryon abundance, the ear-
lier the D bottleneck is breached—at a higher temperature, where the n/p ratio is
slightly higher. As a result, YP increases, but only logarithmically, with η10. The val-
ley shape of the 7Li abundance curve is a reflection of the two paths to mass-7 (see
Figure 4). At low baryon abundance, the directly produced 7Li is burned away as the
baryon abundance increases, whereas at higher baryon abundance, 7Be is synthesized
more rapidly as the baryon abundance increases in the range of interest. Eventu-
ally, at much higher η10, the 7Be will also be burned away as the baryon abundance
increases.
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Figure 1.4. Abundances of the light isotopes produced in Big Bang
nucleosynthesis (BBN), as a function of the baryon-to-photon ratio η10 ≡
1010η, which directly corresponds to the baryon fraction of the universe
(η ∝ Ωbh

2). By comparing such predictions with observations of very
old astronomical systems, one can use BBN to derive Ωb. Abundances
are given as mass fractions. The bands between the two curves for each
isotope indicate the degree of uncertainty arising from nuclear reaction
rates and other theoretical sources. YP refers to primordial 4He. From
Steigman (2007).

The independent measurements of Ωb from BBN and Ωm from large-
scale structure together provide incontrovertible evidence for the exis-
tence of dark matter. Since all luminous matter essentially consists of
baryons, Ωm ≈ 0.29 and Ωm ≈ 0.04 together imply that the remaining
Ωleftover ≈ 0.25 must be dark matter. Furthermore, we have another in-
valuable piece of information about its nature: we see immediately that
dark matter must be predominantly non-baryonic. Being non-baryonic
allows the possibility that the dark matter is not capable of interacting
with photons electromagnetically (something baryons clearly are capable
of), which sits very well with the fact that it does indeed appear dark.
This is also consistent with dark matter being dissipationless; were it able
to absorb and re-emit photons, it would obscure stars within distant ha-
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los, as well as radiate away angular momentum and collapse with baryons
to form stellar and galactic disks.

It is worth mentioning that some amount of baryonic dark matter also
remains unaccounted for today in the figure Ωb ≈ 0.04, in that it has not
been directly observed in surveys of gas or galaxies. Nevertheless, we
know this to be far less than what exists in non-baryonic dark matter.
For the purposes of this thesis, ‘dark matter’ is taken as shorthand for
the dominant, non-baryonic component.

1.5 Concordance cosmology

In a sense, the evidence presented in Sects. 1.1–1.4 is already sufficient to
conclude that dark matter definitely exists, and must be neither baryonic
nor able to interact substantially with baryons, photons or itself. Final
confirmation of this comes from observations of the cosmic microwave
background (CMB).

The large-scale distribution of galaxies shows density variations on
scales which reflect the situation at matter-radiation equality. Similarly,
the temperature inhomogeneities of the CMB exhibit characteristic scales
which reflect the situation shortly after, at the time of recombination (see
e.g. Hu & Dodelson 2002; Samtleben et al. 2007). Unlike the galaxy power
spectrum however, the angular temperature anisotropies of the CMB ex-
hibit the primordial density perturbations of the coupled baryon-photon
fluid directly; following recombination, the angular distribution of the
massless photons is held nearly uniform by radiation pressure, whereas
the matter collapses due to gravity. The angular power spectrum of the
CMB observed today is therefore sensitive to the full range of cosmolog-
ical parameters which play a role in the evolution of the baryon-photon
oscillations: the total energy density of the Universe, the baryon fraction
and the spectral shape of the primordial perturbations. It is also sensi-
tive to the large-scale geometry of the Universe since recombination, as
the observed angular diameter of the characteristic scales frozen into the
CMB at recombination depends upon the geometry of the space through
which they have travelled to reach us.

Thanks to the extremely high resolution of recent CMB missions,
fits to the microwave background provide accurate measurements of the
matter density of the Universe, as well as the baryon fraction. The
7-year Wilkinson Microwave Background Probe (WMAP) results (Lar-
son et al. 2010) give posterior mean values of Ωm = 0.267 ± 0.026,
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a

23

Fit ΩM Ωk w

SNe 0.287+0.029+0.039
−0.027−0.036 0 (fixed) -1 (fixed)

SNe+BAO 0.285+0.020+0.011
−0.020−0.009 0 (fixed) −1.011+0.076+0.083

−0.082−0.087

SNe+CMB 0.265+0.022+0.018
−0.021−0.016 0 (fixed) −0.955+0.060+0.059

−0.066−0.060

SNe+BAO+CMB 0.274+0.016+0.013
−0.016−0.012 0 (fixed) −0.969+0.059+0.063

−0.063−0.066

SNe+BAO+CMB 0.285+0.020+0.011
−0.019−0.011 −0.009+0.009+0.002

−0.010−0.003 -1 (fixed)

SNe+BAO+CMB 0.285+0.020+0.010
−0.020−0.010 −0.010+0.010+0.006

−0.011−0.004 −1.001+0.069+0.080
−0.073−0.082

TABLE 6
Fit results on cosmological parameters ΩM, Ωk and w. The parameter values are followed by their statistical (σstat) and
systematic (σsys) uncertainties. The parameter values and their statistical errors were obtained from minimizing the χ2 of
Eq. 3. The fit to the SNe data alone results in a χ2 of 310.8 for 303 degrees of freedom with a ∆χ2 of less than one for
the other fits. The systematic errors were obtained from fitting with extra nuisance parameters according Eq. 5 and

subtracting from the resulting error, σw/sys, the statistical error: σsys = (σ2
w/sys

− σ2
stat)

1/2.
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Fig. 14.— 68.3 %, 95.4 % and 99.7% confidence level contours on
w and ΩM, for a flat Universe. The top plot shows the individual
constraints from CMB, BAO and the Union SN set, as well as the
combined constraints (filled gray contours, statistical errors only).
The upper right plot shows the effect of including systematic errors.
The lower right plot illustrates the impact of the SCP Nearby 1999
data.

straints from combining SNe, CMB and BAO are consis-
tent with a flat ΛCDM Universe (as seen in Table 6). Fig.
15 shows the corresponding constraints in the ΩM − ΩΛ

plane.
Finally, one can attempt to investigate constraints on

a redshift dependent equation of state (EOS) parameter
w(z). Initially we consider this in terms of

w(z) = w0 + wa
z

1 + z
, (10)

shown by Linder (2003) to provide excellent approxima-
tion to a wide variety of scalar field and other dark en-
ergy models. Later, we examine other aspects of time
variation of the dark energy EOS. Assuming a flat Uni-
verse and combining the Union set with constraints from
CMB, we obtain constraints on w0, the present value
of the EOS, and wa, giving a measure of its time vari-
ation, as shown in Fig. 16. (A cosmological constant
has w0 = −1, wa = 0.) Due to degeneracies within the
EOS and between the EOS and the matter density ΩM,
the SN dataset alone does not give appreciable leverage
on the dark energy properties. By adding other mea-
surements, the degeneracies can be broken and currently
modest cosmology constraints obtained.

Fig. 16 (left) shows the combination of the SN data
with either the CMB constraints or the BAO constraints.
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0.0
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F
latBAO

CMB

SNe

No Big Bang

Fig. 15.— 68.3 %, 95.4 % and 99.7% confidence level contours
on ΩΛ and ΩM obtained from CMB, BAO and the Union SN set,
as well as their combination (assuming w = −1).

The results are similar; note that including either one re-
sults in a sharp cut-off at w0+wa = 0, from the physics as
mentioned in regards to Eq. 9. Since w(z " 1) = w0+wa

in this parameterization, any model with more positive
high-redshift w will not yield a matter-dominated early
Universe, altering the sound horizon in conflict with ob-
servations.

Note that BAO do not provide a purely “low” redshift
constraint, because implicit within the BAO data anal-
ysis, and hence the constraint, is that the high redshift
Universe was matter dominated (so the sound horizon

b

Figure 1.5. The current concordance model of cosmology, indicating
that the Universe is dominated by dark energy and dark matter, and es-
sentially flat. These figures illustrate the agreement between cosmological
fits to BBN, observations of the cosmic microwave background (CMB),
large scale structure (BAO/2dFGRS) and Type 1a supernovae. The fit
is so good that any one of the data sets could be removed and essentially
the same cosmology would be inferred from the remainder. Contours in
the figure on the left (a) indicate 1-, 2- and 3σ plausible ranges, whilst
areas plotted on the right (b) are 1σ ranges. Left figure from Kowalski
et al. (2008, reproduced by permission of the AAS), right figure adapted
from Tegmark et al. (2001) with additional 2dF results from Cole et al.
(2005).
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Ωb = 0.0449 ± 0.0028, ΩDM = 0.222 ± 0.026. These results are in excel-
lent agreement with those obtained from BBN and large-scale structure,
confirming the need for non-baryonic dark matter beyond any doubt.

The CMB fits also indicate that the Universe is approximately flat,
requiring some form of ‘dark energy’ to make up the remaining ΩΛ =
0.734 ± 0.029. Although difficult to explain theoretically, the need for
this component was confirmed by observations that distant supernovae
are apparently dimming, indicating that the expansion of the Universe is
accelerating (Riess et al. 1998; Perlmutter et al. 1999). The CMB, Type
Ia supernovae, large scale structure and BBN together paint an entirely
self-consistent picture of the Universe in which we live: baryons make
up little more than a few percent of the energy budget of the Universe,
non-baryonic dark matter about a quarter, and dark energy the remain-
ing three quarters. The remarkable level of consistency between these
different data sets can be seen in Fig. 1.5; were any one of the data sets
to be removed, the model would stand perfectly well constrained with the
remaining three. A combined fit to all data (Komatsu et al. 2009) gives
Ωm = 0.274 ± 0.013, Ωb = 0.0456 ± 0.0015, ΩDM = 0.228 ± 0.013 and
ΩΛ = 0.726± 0.015.
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Chapter 2

Models for dark matter

As we have seen in the previous chapter, the identity of dark matter
is not entirely unconstrained. Firstly, it must be massive, because we
see its gravitational influence. We know that it must of course also be
dark, which implies that it can neither absorb nor emit photons at rates
comparable to normal matter. This means that it must have a very
small effective coupling to photons, either because it exists in some very
special geometry that prevents it coming into contact with them very
often, or due to its intrinsic particle properties. In this case, it must be
electrically neutral or possess some extremely small fractional charge, as
any particle with charge q 6= 0 couples to photons via tree-level QED
processes, leading to cross-sections proportional to q4α2 (where α is the
fine-structure constant).

We know that dark matter must be non-dissipative in order to pro-
duce the correct structures in the early Universe. This also implies that
there can be no substantial (i.e. electromagnetic-strength or stronger)
interaction between dark matter and normal matter. If there were, en-
ergy would be efficiently transferred from the dark matter to the normal
matter and radiated away as photons, allowing the dark matter to form
disks along with normal matter. Dark matter is thus effectively collision-
less with respect to all normal matter: baryons, leptons and photons. We
know then that it must be non-baryonic, because it does not couple to
photons or baryons; this is spectacularly confirmed by the anisotropies
in the CMB. Observations of systems such as the Bullet Cluster provide
even more direct proof that dark matter does not couple substantially to
baryons, and even show that dark matter must be effectively collisionless
with respect to itself.

15
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Dark matter must also be cold in order for structure formation to
proceed correctly, which places limits on the mass(es) of its constituent
particle(s) in some cases. Finally, any dark matter candidate must be
produced with the correct relic abundance to plausibly explain observa-
tions that ΩDM = 0.23 today. This also means that it must be stable, or
at least very long-lived, in order to have persisted in significant numbers
to the present day.

2.1 The good, the bad and the ugly

A great many theories have been put forward for the identity of dark
matter. A good candidate theory fulfils all the requirements above, fits
all other experimental constraints (most of which are described below or
in Chapter 3), requires minimal arbitrary choices in its parameter values,
and makes some testable predictions. The last two points are debatable;
one is the requirement that the candidate presents a subjectively ‘natural’
solution to the problem, and the other simply makes the theory practically
useful. Mainly due to the non-baryonic requirement, all theories which
qualify as ‘good’ today fall into the realm of particle dark matter: namely,
that dark matter consists of some as-yet undiscovered particle. The most
notable theories of this kind are outlined in Sects. 2.2–2.7.

A theory that was rather popular in astronomical circles for a time
was that of MACHOs (Paczynski 1986), MAssive Compact Halo Objects.
These were hypothesised to be dim but otherwise quite normal astrophysi-
cal objects, which populated the outer halos of galaxies. Known candidate
objects were red, white and brown dwarfs, black holes and substellar-mass
objects (in effect, hostless planets). These systems of condensed baryons
would appear dark because they would be so dim, but would also be ef-
fectively transparent to background light because their compact nature
would cause the effective cross-section for light absorption per unit mass
across an entire halo to be very small. The obvious trouble with MA-
CHOs was that they would have been baryonic dark matter, violating the
non-baryonic requirement. There was also never any convincing argument
for why such objects should preferentially congregate in the outer halo,
whereas other more luminous stars should not. Nonetheless, MACHOs
were popular because they were testable (not because they were logical):
microlensing searches towards the Magellanic Clouds (Alcock et al. 2000;
Tisserand et al. 2007; Wyrzykowski et al. 2009) promptly ruled MACHOs
out as the dominant contributor to dark matter some years ago.
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Primordial black holes (PBHs) are another dark matter candidate
with significant problems. These would be formed from small-scale pri-
mordial density perturbations which are so strong that they cause the
entire horizon mass at the time (or at least a very substantial fraction
of it) to collapse directly into a black hole. The fluctuations would be
produced before matter-radiation equality, either during inflation or by
phase transitions in the early Universe. Because PBHs form before BBN
or the CMB, the baryons of which they consist are effectively sequestered
from the rest of the Universe, allowing them to act like non-baryonic dark
matter. Like MACHOs, they would escape detection via shadowing ef-
fects today simply by virtue of their compactness. The difficulty with this
scenario is that the density contrast

δ ≡ |ρperturbation − ρambient|
ρambient

(2.1)

required to form a PBH is of the order of δ & 30% (e.g. Green et al.
2004b). In comparison, the initial density perturbations from inflation
were about δ ∼ 10−5. A very bottom-heavy spectrum of perturbations is
then required in order to provide enough power on small scales to produce
a substantial number of PBHs without violating the level of large-scale
anisotropy seen in the CMB.

Another problem is that PBHs can be produced with virtually any
primordial abundance, creating a major fine-tuning problem. Their relic
density is obtained by integrating the probability distribution of primor-
dial density perturbations between their formation threshold (δ ∼ 30%)
and δ = 1. Assuming e.g. a Gaussian power spectrum of perturbations for
simplicity (e.g. Green & Liddle 1997), this produces a density at matter-
radiation equality of

ΩPBH(MH) =
∫ 1

0.3

δ√
2πσ(MH)

exp
(
− δ2

2σ(MH)2

)
dδ. (2.2)

Here σ(MH)2 is the variance of perturbations at the time when the horizon
mass is MH. With a scale-independent perturbation spectrum of index n,

σ(MH) ∝ M
−n/4
H . (2.3)

On CMB scales, n is close to 1 (Komatsu et al. 2010), but at small scales,
it could be very different. The resultant relic density from Eq. 2.2 is ex-
tremely sensitive to n, even for a single epoch of formation (i.e. a single
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value of MH). The same is essentially true for other reasonable choices
of the power spectrum and scale-dependence. See Paper III for a more
detailed discussion. To the best of my knowledge, there is no known
mechanism which naturally produces exactly the values of n and MH

required to reproduce the observed cosmological density of dark matter
with PBHs. Even more disastrously though, PBHs are mostly disfavoured
now by experiment. More massive PBHs should have been picked up by
microlensing searches, and the Hawking radiation produced in the evapo-
ration of low mass PBHs should have created effects on the extragalactic
diffuse gamma-ray background, BBN, the CMB or cosmic ray data that
have not been seen (see Josan et al. 2009, for an extensive compilation of
limits).

SM neutrinos were also considered viable dark matter candidates for
a time (e.g. Steigman et al. 1978), since they are massive, stable, non-
baryonic and do not interact electromagnetically with other matter. With
the current limits on their masses however (e.g. Schwetz et al. 2008), they
are far too light to meet the definition of cold dark matter, and can only
have a quite small cosmological abundance (Ων . 0.03; Bergström 2009).

For a time, the notion of a heavy fourth-generation SM-like neutrino
was popular as a candidate for dark matter. In order to achieve the correct
relic abundance, its mass would have to be either 1–50 eV, or more than
about a few GeV (Jungman et al. 1996; Bergström 2000); the former is
ruled out for SM-like neutrinos by the Tremaine-Gunn limit (Tremaine &
Gunn 1979), and the latter is excluded by direct searches for dark matter
(Sect. 3.1).

To some, the MOND paradigm (MOdified Newtonian Dynamics; Mil-
grom 1983; Bekenstein 2004) is appealing. This approach involves modi-
fying gravity in an ad hoc fashion at long distances in order to fit galactic
rotation curves without the need for dark matter. In this sense, one could
say that it is quite a successful empirical fitting formula for parameteris-
ing the effects of dark matter on the kinematic observables discussed in
Sect. 1.1. As a physical theory however, it has no basis to speak of, and
fails entirely to explain any of the additional evidence for dark matter
presented in Sects. 1.2–1.5.

2.2 Axions

Because gluons should be pure gauge fields at spatial infinity, the QCD
vacuum possesses a rather complex structure (Peccei 2008). Being a pure



2.2. Axions 19

gauge field implies only that these boundary values must be drawn from
the set of field configurations which can be obtained by gauge transfor-
mations on the null field (i.e. 0). The vacuum structure arises because
the pure gauge boundary condition introduces a freedom in the choice
of boundary field, which translates into similar freedom in the choice of
QCD vacuum. Because of this vacuum structure, the QCD Lagrangian
picks up an additional effective term

Lθ = θ
g2

s

32π2
Gµνa G̃aµν . (2.4)

Here gs is the strong coupling constant, Gµνa is the QCD field strength
tensor for the ath gluon, and G̃aµν = 1

2εµναβG
αβ
a is its dual. Unlike the

rest of the QCD Lagrangian, Lθ does not conserve CP. This is a problem,
as the strong interaction is known empirically to conserve CP rather well.
This additional term would induce effects which have not been observed,
like a non-zero electric dipole moment for the neutron. The limits on
such a moment to date constrain the vacuum angle θ to be less than 10−9

(Peccei 2008). Understanding why θ is so small is known as the ‘strong
CP problem’.

One widely held suspicion is that the solution to the strong CP prob-
lem lies in the existence of an additional spontaneously-broken, global
chiral U(1) symmetry of the SM Lagrangian, known as the Peccei-Quinn
symmetry (Peccei & Quinn 1977). The axion is the Goldstone boson of
this broken symmetry (see e.g. Kim & Carosi 2008, for a review). It pos-
sesses a potential with a minimum that naturally sets the field to a value
that cancels Lθ. This is true for essentially any value of the Peccei-Quinn
symmetry breaking scale va, relieving the naturalness problem posed by
the smallness of θ.

The low-energy phenomenology of axions is set almost entirely by their
decay constant fa = va/N . Here N is an integer which gives the degree of
the colour chiral anomaly of the Peccei-Quinn symmetry (a corresponding
electromagnetic chiral anomaly also exists, and is typically indexed with
another integer E). The axion mass for example is given by (Sikivie 2008)

ma ≈ 6µeV
(

1012 GeV
fa

)
. (2.5)

Axions possess a vertex with two photons (Raffelt 2008),

Laγγ =
α

2πfa

(
E

N
− 2

3
4 + z

1 + z

)
E ·Ba, (2.6)
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where z ≡ mu/md is the ratio of up and down quark masses, E and
B are the electric and magnetic fields, and a is the axion field itself.
The two photon vertex not only allows axion decay to two photons, but
allows axion conversion to photons (and vice versa) in the presence of
electromagnetic fields. This feature is used as the prime phenomenological
means for searching for axions, as discussed in Sect. 3.6.

Certain classes of axions, dubbed ‘invisible axions’, make very good
dark matter candidates because they interact extremely weakly with nor-
mal matter. This class of axion involves a very high Peccei-Quinn break-
ing scale, and therefore very light axions. Such axions have virtually
no kinematically-accessible decay channels, so are stable on cosmologi-
cal timescales. These axions constitute cold dark matter despite being so
light, because they are never in thermal equilibrium in the early Universe,
so are never heated to relativistic temperatures along with the other forms
of matter.

There are two commonly discussed mechanisms for the primordial
production of dark matter axions: vacuum misalignment and string decay.
Depending on the timing of Peccei-Quinn breaking relative to inflation,
the correct relic density of dark matter axions can be obtained either only
for a very specific value of fa (∼7 × 1010 GeV), or for a tightly correlated
corridor of values in the fa–ϕi plane (Visinelli & Gondolo 2009). The
variable ϕi is the initial value of the misalignment angle between the
axion field and its minimum; in this model, it is the initial offset from
the minimum which causes the field to oscillate and create particles. In
this sense axions have some fine-tuning issues of their own as dark matter
candidates, though they are not nearly as severe as for e.g. primordial
black holes.

2.3 WIMPs

The most widely-studied dark matter candidates are the Weakly Inter-
acting Massive Particles (WIMPs). WIMPs interact with SM fields only
via the weak nuclear force, making them non-baryonic and electrically
neutral by definition. WIMPs must carry some sort of conserved quan-
tum number to keep them stable on cosmological timescales. This is
usually achieved by making the WIMP the lightest member of a mat-
ter sector which is charged under some discrete symmetry. More often
than not, this symmetry needs to be essentially imposed by hand on the
underlying theory. Being members of SU(2)L multiplets, in the absence
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of any other symmetries which might force their masses down, WIMPs
should naturally acquire masses mχ within a few orders of magnitude
of the SU(2)L × U(1)Y electroweak symmetry-breaking scale (i.e. a few
GeV or TeV). This makes them sufficiently heavy to constitute cold dark
matter even if they have been produced thermally in the early Universe.
Examples of WIMPs include the lightest neutralino in supersymmetry
(Sect. 2.4.2), the lightest Kaluza-Klein (KK) particle (Servant & Tait
2003) and an additional inert Higgs boson (Barbieri et al. 2006).

2.3.1 Thermal relics

A thermal relic is a particle whose cosmological abundance is set by ther-
mal production of the particle in the early Universe. ‘Thermal production’
actually refers to chemical decoupling of a species from the primordial
particle soup created in the Big Bang. Here ‘chemical’ has the mean-
ing of particle creation and destruction by quantum processes, not the
usual meaning of creation and destruction of molecules and free atoms by
atomic interactions. True thermal decoupling on the other hand, other-
wise known as kinetic decoupling, refers to the time when the velocities
of a relic species cease to reflect the temperature of the Universe.

Chemical decoupling, or ‘freeze out’, happens when the expansion of
space eventually overcomes the rate at which the species is created and
annihilated in interactions with other particles. The primordial fireball
necessarily begins in chemical (and thermal) equilibrium at some very
high temperature Ti. The populations of different particle species are set
by the equilibrium rates of particle creation and annihilation at Ti, and
their velocities follow a Maxwellian distribution with temperature Ti. As
the Universe expands, it cools, and for a time, the equilibrium populations
of the particles adjust accordingly as chemical equilibrium is maintained.
At some point in the expansion, when T = Tc, the creation and annihi-
lation of a particular species will cease to be able to keep pace with the
expansion, and the particle will fall out of chemical equilibrium. If it is
stable, at this point the comoving density of the species will become essen-
tially fixed.1 Similarly, when elastic collisions between particles become
sufficiently infrequent, both due to the increasing scale and decreasing
temperature of the Universe, it will fall out of kinetic equilibrium.

1This is analogous to the transition from LTE to non-LTE populations of atomic
energy levels in astrophysical plasmas as one considers progressively lower gas densities
or temperatures.
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The time of chemical freeze out therefore sets the final population of
any stable relic, and the time of kinetic decoupling sets its temperature. In
general, kinetic decoupling of WIMPs happens after chemical decoupling
(see e.g. Bringmann 2009). With weak-scale masses and creation/anni-
hilation cross-sections, Tc ≈ 0.05mχ (Jungman et al. 1996). As kinetic
decoupling happens at comparable or even lower temperatures than this,
WIMPs freeze out at sub-relativistic energies. They are therefore guaran-
teed to be moving non-relativistically at the time of structure formation,
so qualify as cold dark matter.

The resultant abundance of the relic species depends upon the his-
tory of the expansion rate up until freeze out, and the rate at which the
species annihilates into lighter particles. The expansion rate is H ≡ ȧ/a
(where a is the scale factor of the Universe and the dot denotes time
differentiation), and is obtained from the cosmological model. To a first
approximation, the evolution of the population is thus described by the
Boltzmann equation (Jungman et al. 1996)

dnχ
dt

+ 3Hnχ = 〈σv〉(n 2
χ, eq − n 2

χ ) (2.7)

where nχ, eq and nχ are the equilibrium and actual number densities of
the species χ, and 〈σv〉 is the thermally-averaged product of the relative
velocity and the total annihilation cross-section for χχ̄→ other particles.
Eq. 2.7 holds whether χ is Majorana or Dirac, though in the Dirac case it
is only valid if there is no particle-antiparticle asymmetry to begin with,
meaning that the total particle population is given by 2nχ.

Eq. 2.7 can be solved numerically in order to obtain the relic density
of any species of interest; Fig. 2.1 gives solutions for the chemical freeze
out of some example WIMPs. To a good approximation (Jungman et al.
1996; Bergström 2000), for particles with masses in the relevant range for
WIMPs

Ωχh
2 = 0.1

3× 10−26 cm3 s−1
〈σv〉 . (2.8)

As seen in Eq. 2.8 and Fig. 2.1, larger self-annihilation cross-sections cause
the particle to freeze out later, and so exhibit a lower relic density. In
practice, co-annihilations between the WIMP and other particles nearly
degenerate with it in mass, as well as effects such as annihilation thresh-
olds and resonances, can make the calculation a little bit trickier than
Eqs. 2.7 and 2.8 might suggest. Dedicated computer packages have been
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m ! 300 GeV particle, freeze out occurs not at T ! 300 GeV and time t ! 10"12 s,
but rather at temperature T ! 10 GeV and time t ! 10"8 s.

With a little more work [17], one can find not just the freeze out time, but also the
freeze out density

Xv ¼ msY ðx ¼ 1Þ ! 10"10 GeV"2

hrAvi
: ð24Þ

A typical weak cross-section is

hrAvi !
a2

M2
weak

! 10"9 GeV"2; ð25Þ

corresponding to a thermal relic density of Xh2 ! 0.1. WIMPs therefore naturally
have thermal relic densities of the observed magnitude. The analysis above has ig-
nored many numerical factors, and the thermal relic density may vary by as much
as a few orders of magnitude. Nevertheless, in conjunction with the other strong
motivations for new physics at the weak scale, this coincidence is an important hint
that the problems of electroweak symmetry breaking and dark matter may be inti-
mately related.

3.2. Thermal relic density

We now want to apply the general formalism above to the specific case of neutral-
inos. This is complicated by the fact that neutralinos may annihilate to many final

Fig. 7. The co-moving number density Y of a dark matter particle as a function of temperature and time.
From [16].

14 J.L. Feng / Annals of Physics 315 (2005) 2–51

Figure 2.1. Freeze out of a stable thermal relic. At early times, the
relic particle is in chemical and thermal equilibrium with other parti-
cles, with its abundance set by the equilibrium rates of particle creation
and annihilation. Because of thermal coupling, these are set entirely by
the temperature of the cooling Universe. At later times, the expanding
Universe cools to the point where the equilibrium density is too low to
maintain chemical contact with other particles. At this point, the particle
falls out of chemical equilibrium with the rest, and its comoving density
becomes fixed. The density at which this occurs depends upon the annihi-
lation cross-section of the particle; larger cross-sections allow equilibrium
to be maintained for longer, resulting in lower relic abundances. From
Jungman et al. (1996), modelled on a figure from Kolb & Turner (1990).

developed to solve Eq. 2.7 in detail, for a variety of specific WIMP models
(e.g. Gondolo et al. 2004; Bélanger et al. 2007).

Eq. 2.8 shows that the canonical annihilation cross-section implied
by the cosmological observations discussed in Chapter 1 is 〈σv〉 ≈ 3 ×
10−26 cm3 s−1. The natural value of the annihilation cross-section for
a weakly-interacting particle can be estimated as 〈σv〉 ≈ α2/E 2

weak ≈
10−8 GeV−2 = 10−25 cm3 s−1, where Eweak ∼ 100 GeV is the electroweak
scale.2 Here we have an amazing coincidence: purely by postulating that

2That this is approximately true can be verified by e.g. considering Z-mediated
χ self-annihilation, such that |M|2 ∼ g4E 4

χ /m 4
Z , and using Eq. 4.84 of Peskin &
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dark matter is a stable weakly-interacting particle, we have predicted the
relic density to within an order of magnitude. The naturalness with which
WIMPs can provide the correct relic density has lead this to be dubbed
‘the WIMP miracle’. Whilst far from definitive, it is a very strong hint
that WIMPs might be the correct solution to the dark matter puzzle.

2.3.2 The hierarchy problem

Indeed, the process of chemical freeze out is so generic that if a stable
neutral particle exists around the electroweak scale, then we really should
expect it to be dark matter. But what reason do we actually have for
believing that such stable particles might exist around or just above the
electroweak scale? This is a question of why we think there might be
new physics at such an energy scale, as new physics generically means
new particles (though not necessarily stable ones). There are a number
of reasons to expect that new physics exists beyond the SM, since the
SM cannot explain phenomena such as the net baryon asymmetry of the
Universe, neutrino masses, the imperfect unification of the known gauge
couplings, and the spectrum of particle masses – but the one compelling
reason to believe that new physics exists specifically at the TeV scale is
the mass of the Higgs boson.

As a fundamental scalar, the mass of the Higgs is not protected by any
symmetry; quadratic divergences generated by fermionic loop diagrams
such as Fig. 2.2 have no apparent cancellation or suppression, nor can
they be absorbed into the renormalisation group running of any coupling
constant. For fermions, the case is different: similar mass corrections are
controlled by the approximate chiral symmetry of the fermionic part of
the SM Lagrangian (Luty 2005). For the gauge bosons, gauge symmetry
suppresses the divergences and shifts them into the running of the gauge
couplings. For the SM Higgs however, the quadratic divergences remain
bare, causing extreme corrections to its mass. There is therefore no reason
to believe that the SM Higgs should have a mass any lower than the GUT
scale. That is, except for the pesky detail of its fundamental role in

Schroeder (1995) to arrive at

σv ≈ |M|2
128π2E 2

χ

≈ G2E 2
χ

4π2
, (2.9)

where g is the electroweak coupling and G is the Fermi coupling constant. In the case
where the incoming χs are moving non-relativistically (as WIMPs do), Eχ ≈ mχ ≈
Eweak, giving the zero-velocity limit 〈σv〉0 ≈ 10−8 GeV−2 = 10−25 cm3 s−1.



2.4. Supersymmetry 25

�
Figure 2.2. An example one-loop contribution to the Higgs mass from
a fermionic loop. The amplitude of this diagram is quadratically diver-
gent, so the Higgs mass is sensitive to some large mass scale (which may
be expressed as the cut-off used to regularise the diagram’s amplitude,
amongst other presentations; see e.g. Luty 2005).

electroweak symmetry breaking and the generation of mass for the entire
spectrum of SM fermions, which it needs an electroweak-scale vacuum
expectation value (VEV) to achieve. How then is the Higgs mass stabilised
at the weak scale? This problem is known as the gauge hierarchy problem,
and strongly suggests that some new physics must kick in at energies just
above the electroweak scale, allowing us to calculate the effective Higgs
mass below this scale by regularising the amplitudes of the divergent
diagrams with a cut-off at Λ ∼ 1 TeV.

The hierarchy problem is a very generic motivation for new physics
at or just above the electroweak scale. That is to say, it is independent
of what the nature of this new physics might be, so there is no a priori
reason for us to naively expect that it necessarily has anything to do with
dark matter. The fact that its resolution would appear to require new
physics at exactly the right scale for the associated particles to be WIMPs
is thus another amazing coincidence, and a second very strong hint that
WIMPs constitute the majority of dark matter.

2.4 Supersymmetry

Although this chapter is primarily intended as something of a bestiary
of dark matter models, here it is worth detouring slightly into the the-
ory of supersymmetry (SUSY). This is because SUSY not only provides
multiple examples of WIMPs, but because it is also exactly the sort of
‘new physics’ discussed in the previous section as necessary to solve the
hierarchy problem.
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2.4.1 General features

The basic idea of SUSY is to give every SM particle one (or more) super-
partner(s), which differ from their SM counterparts only by their spins
(see e.g. Martin 1997; Baer & Tata 2006; Aitchison 2007, for reviews;
the bulk of the treatment in this section follows Baer & Tata). Every
SM fermion has a sfermionic superpartner (which is a boson) and every
SM boson has a bosino superpartner (which is a fermion). The symmetry
is a continuous extension of the Poincaré group to fermionic (i.e. anti-
commuting) degrees of freedom. Supersymmetry is thus essentially an
extension of special relativity into a four-dimensional fermionic ‘super-
space’; the fermionic dimensions can be viewed either as four additional
anti-commuting dimensions, or simply as fermionic extensions of the ex-
isting four. Correspondingly, the generators of SUSY transformations are
themselves spinorial, in contrast to the vector and scalar generators asso-
ciated with traditional spacetime and internal symmetries. It is entirely
possible for there to exist multiple distinct supersymmetry generators,
and therefore multiple supersymmetries (known as N > 1 supersymme-
tries, where N is the number of generators). N = 1 supersymmetry is
the only version which permits chiral fermions, so known phenomenology
dictates that supersymmetry can only be of the N = 1 variety at low
energies.

It is often said that SUSY provides a non-trivial way of unifying space-
time and internal symmetries, since the anti-commutation relation for the
spinor components of the SUSY generator Q

{Qa, Q̄b} = (γµ)abPµ (2.10)

gives the generator of spacetime translations, Pµ.3 This means that the
combination of any two SUSY transformations is equivalent to a spacetime
translation. So, the supersymmetry algebra mixes spacetime transforma-
tions with boson-fermion exchange, which would seem to be something
of an ‘internal’ operation because it directly modifies particle proper-
ties. This interpretation seems unreasonable though, as the swapping of
bosons for fermions or vice versa involves modifying only the particle’s
spin, which is arguably no less of a spacetime property than momentum
or position. Even if supersymmetry were gauged (more on this later), the

3Here I am working with 4-component spinor notation as per Baer & Tata (2006).
The bar denotes the spinor adjoint Q̄ ≡ Q†γ0, and γµ are the standard Dirac gamma
matrices, forming a representation of the Clifford algebra of Minkowski space.
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�
Figure 2.3. An example one-loop contribution to the Higgs mass from a
sfermionic loop. The amplitude of this diagram has exactly the same sen-
sitivity to the high-scale cut-off as the fermionic loop diagram of Fig. 2.2,
except for a factor of − 1

2
. In unbroken supersymmetry, two of these di-

agrams appear for each fermionic one, exactly cancelling the fermionic
loop’s contribution to the Higgs mass. The same occurs to all orders
in perturbation theory. This removes the sensitivity to the high scale,
stabilising the Higgs mass against higher-order corrections.

resulting gauge theory of gravity would still seem to be an entirely space-
time symmetry, and all the other gauge symmetries of particle physics
still entirely internal ones. This is effectively what was said by the SUSY
version (Haag et al. 1975) of the celebrated Coleman-Mandula ‘no-go’
theorem (Coleman & Mandula 1967): it is not possible to have a larger
spacetime symmetry than the super-Poincaré algebra, so there are no
non-trivial ways to unify spacetime and internal gauge symmetries into
the same group.

SUSY solves the hierarchy problem in a very simple and elegant way:
because every fermion has a bosonic superpartner and vice versa, every
divergent loop diagram containing a SM fermion like Fig. 2.2 is matched
by corresponding scalar sfermion loop diagrams like Fig. 2.3. In this
case there are actually two scalar loop diagrams, because chiral fermions
have two degrees of freedom, so their scalar superpartner fields must be
complex, resulting in two oppositely charged sfermions for each chiral
fermion. Because closed fermionic loops introduce a factor of −1 to their
diagram’s amplitude (whereas bosonic loops do not), and the particles
are otherwise identical, the (regularised) contributions of the two copies
of the scalar loop diagram cancel that of the fermionic one. The same
is so to all orders in perturbation theory, so the Higgs mass receives no
extreme corrections, and is stabilised somewhere near the SUSY-breaking
scale.

SUSY must clearly be a broken symmetry, as we have not observed any
of the superpartners to date (known particles cannot be the superpartners
of each other, as they do not fit correctly into the supermultiplet structure
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required by the supersymmetry algebra). Except for some very specific
scenarios where particular superpartners happen to be especially sneaky,
we can infer that they must all be considerably more massive than the
SM particles, as they have yet to show up in e.g. collider experiments. We
would expect then that the SUSY particles should generally have masses
of around the SUSY-breaking scale. The cancellation of divergences thus
cannot be exact following SUSY-breaking, as particles and sparticles must
have different masses. We can then conclude that if SUSY is a viable
solution to the hierarchy problem, it must be broken at about a TeV,
otherwise the cancellation of the different loop contributions would again
require an unexplained fine-tuning. In fact, another appealing feature
of SUSY is that it can actually cause electroweak symmetry-breaking
(EWSB), in that the Higgs mass term in the SU(2)L×U(1)Y Lagrangian
can be driven negative by SUSY renormalisation group evolution – but
only if the SUSY-breaking scale is about a TeV. So, we might expect
EWSB to have been induced by SUSY breaking, and hence taken place
at only a slightly lower energy than SUSY-breaking itself. Since we know
the electroweak scale to be a few hundred GeV, this gives further credence
to the idea that SUSY-breaking should occur at around a TeV.

Actually, the cancellation of quadratic divergences depends a lot more
crucially upon the gauge coupling constants in the SM and SUSY sector
being identical than the particle masses. It is possible to introduce explicit
mass terms to the SUSY Lagrangian which break SUSY ‘softly’, in that
they give the sparticles different masses to the SM particles, but do not
introduce any quadratic divergences.

The simplest prescription then for writing down a minimal supersym-
metric theory is to take the supersymmetrised version of the SM La-
grangian, LSUSY-SM, and augment it with all possible renormalisable soft
SUSY-breaking terms (Baer & Tata 2006)

Lsoft =− 1
2

[
M1

¯̃B0B̃0 +M2
¯̃WAW̃A +M3

¯̃gB g̃B
]

(2.11a)

− i

2

[
M ′1

¯̃B0γ5B̃
0 +M ′2

¯̃WAγ5W̃A +M ′3 ¯̃gBγ5g̃B

]
(2.11b)

+
[
bHa

uHda + h.c.
]

+m2
Hu |Hu|2 +m2

Hd
|Hd|2 (2.11c)

+
∑

i,j=1,3

{
−
[
Q̃†i (m

2
Q)ijQ̃j + d̃†Ri(m

2
d)ij d̃Rj

+ ũ†Ri(m
2
u)ij ũRj + L̃†i (m

2
L)ijL̃j + ẽ†Ri(m

2
e )ij ẽRj

]
(2.11d)
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+
[
(Au)ijεabQ̃aiH

b
uũ
†
Rj + (Ad)ijQ̃aiHdad̃

†
Rj

+ (Ae)ijL̃aiHdaẽ
†
Rj + h.c.

]
(2.11e)

+
[
(Cu)ijεabQ̃aiH

∗b
d ũ
†
Rj + (Cd)ijQ̃aiH

∗
uad̃
†
Rj

+ (Ce)ijL̃aiH
∗
uaẽ
†
Rj + h.c.

]}
. (2.11f)

Here the generation indices i and j are explicitly summed over, whilst
summation is implied over the SU(2)L indices a, b = 1, 2 and the gauge
generator indices A = 1 .. 3 and B = 1 .. 8. Tilded operators denote
superparticle fields (Q̃j , ũ

†
Rj , etc.), where B̃0, W̃A and g̃B are the super-

partners of the familiar SM gauge bosons. Other capitalised fields are
SU(2)L doublets, whilst lowercase fields are singlets: Qi ≡ (uLi, dLi)T,
Li ≡ (eLi, νeiL)T, Hu ≡ (H+

u , H
0
u)T and Hd ≡ (H−d , H

0
d)T. The dou-

blet definitions for the superpartner fields are simply tilded versions of
the same. Notice that there are now two Higgs doublets instead of the
normal one from the SM. After EWSB, this gives rise to two additional
charged Higgs bosons and a further two neutral Higgs compared the SM
(recall that three real degrees of freedom are lost to the gauge bosons
in EWSB, so two doublets means 8 − 3 = 5 real degrees remaining, in-
stead of 4− 3 = 1 real degree in the SM). The two doublets give masses
separately to the up-type and down-type quarks, hence the subscripts u
and d; the up-type doublet corresponds to the SM Higgs. The down-type
doublet is required because the up-type Higgs cannot couple to the down-
type quarks without breaking the SUSY-invariance of the action. Unless
multiple Higgs doublets are present, Higgsinos also ruin certain anomaly
cancellations which exist in the SM.

The first two terms in Eq. 2.11 (2.11a and 2.11b) give explicit masses
to the gauginos via the real parameters M1,M2,M3 and M ′1,M ′2,M ′3. The
second of these terms violates CP , so M ′1,M ′2 and M ′3 should be small
or zero. The Higgs sector (2.11c) includes explicit mass terms with real
parameters m2

Hu
and m2

Hd
, as well as a bilinear coupling with complex

parameter b. Explicit sfermion masses (2.11d) are given by five 3 × 3
Hermitian mass-squared matrices m2

Q, m2
u, m2

d , m2
L and m2

e . The final
two terms (2.11e and 2.11f) give trilinear couplings between the Higgs and
squarks or sleptons, with general Yukawa-type complex 3 × 3 matrices
Au,Ad,Ae and Cu,Cd,Ce. The latter terms, proportional to the C
matrices (2.11f), tend to be left out of most low-energy effective models
because they are suppressed in many SUSY-breaking schemes.
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LSUSY-SM is itself straightforward to write down, but lengthy and not
especially phenomenologically illuminating (see for example Eq. 6.44 of
Baer & Tata 2006). For the purposes of this general description, the most
important aspect is that it contains derivatives of the ‘superpotential’

Ŵ = µĤa
uĤda +

∑
i,j=1,3

[
(Yu)ijεabQ̂ai Ĥ

b
uÛ

c
j

+ (Yd)ijQ̂ai ĤdaD̂
c
j + (Ye)ijL̂ai ĤdaÊ

c
j

]
.

(2.12)

Here the indices i and j are again generation number, and a and b are
SU(2)L indices. The carets indicate superfields, containing both the SM
fields (and where applicable, SU(2)L doublets) such as uRi, Li, etc. and
their superpartners ũRi, L̃i, etc. The terms Û cj , D̂c

j and Êcj are the left
chiral superfields containing the charge conjugates of the right-handed
SU(2)L singlets: up-type (s)quarks, down-type (s)quarks and (s)electrons,
respectively. Derivatives of Ŵ with respect to its scalar fields give rise to
all non-gauge interaction terms in LSUSY-SM. In this sense, it is some-
what analogous to the non-gauge part of the scalar potential seen in
non-supersymmetric quantum field theories. Here it plays a similar role,
specifying the Higgs potential via the complex parameter µ, as well as
the Higgs-fermion interactions and ultimately, the fermion masses, via
the general complex 3× 3 Yukawa coupling matrices Yu, Yd and Ye.

In Eqs. 2.11 and 2.12, only terms which conserve baryon (B) and lep-
ton number (L) have been retained. B and L are known to be broken
non-perturbatively in the SM (’t Hooft 1976a,b, see also e.g. the intro-
ductory remarks of Morrissey et al. 2005). This happens as the B and
L currents become anomalous (non-conserved) due to a freedom in the
electroweak vacuum, similar to that discussed for the QCD vacuum in
the context of the axion in Sect. 2.2. ‘Instanton’ transitions between
these vacua can then cause simultaneous violation of B and L by 3 units.
Nevertheless, B and L are observed to be very good (albeit accidental)
symmetries of the SM at tree level; the electroweak vacuum doesn’t seem
to have done much tunnelling recently. Exactly why the SM contains
no B or L-violating operators is an open question. Certain other terms
which explicitly violate B and L are allowed in Lsoft and the superpo-
tential by all other considerations, but in the interests of constructing a
model with minimal new interactions, and which agrees with experimental
constraints, they are generally excluded.
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Together, LSUSY-SM and the soft terms in Eq. 2.11 give the Lagrangian
for the the Minimal Supersymmetric Standard Model (MSSM)

LMSSM = LSUSY-SM + Lsoft, (2.13)

after SUSY breaking but prior to EWSB. The model is minimal in that it
contains the least additional field content possible for a supersymmetrised
version of the SM. Note that the only new parameter actually introduced
in initially supersymmetrising the SM is µ, the Higgs parameter in the
superpotential. Once we demand a low-energy theory for broken super-
symmetry, the soft terms introduce more than a hundred additional pa-
rameters.

2.4.2 Supersymmetric WIMPs

In order for a SUSY particle to realistically constitute dark matter, it
must somehow be stabilised against decay into lighter SM states. The
most common way this is achieved is to postulate that aside from super-
symmetry, a discrete Z2 symmetry exists between the SM particles and
their SUSY partners. The corresponding conserved quantum number is
known as R-parity, and has the form

R = (−1)3(B−L)+2s, (2.14)

where s is the particle’s spin. All SM particles thus have R-parity +1
and all their SUSY partners R-parity −1. Clearly any theory which si-
multaneously conserves L and B automatically conserves R; the MSSM
superpotential and soft terms (Eqs. 2.11 and 2.12) hence conserve R-
parity by construction. Note that the converse is emphatically not true:
R-parity conservation does not imply B or L conservation. For exam-
ple, the most interesting of the B and L-violating terms discussed in the
previous subsection (the ones which are arguably valid additions to the
MSSM Lagrangian), include some which conserve R-parity.

Although R-parity is generally imposed by hand in most SUSY vari-
ants (either via B and L conservation, or directly), it is not plucked
entirely from thin air. Some grand unified theories (GUTs) give rise
to R-parity conservation naturally in their group and/or representation
structure; examples are certain supersymmetric SO(10) GUTs (e.g. Lee &
Mohapatra 1995). Indeed, R-parity conservation in a higher theory might
be part of the reason B and L are approximate symmetries of the SM to-
day. If R-parity is conserved, then the lightest SUSY particle (LSP) is
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absolutely stable. If it is also weakly-interacting and electrically neutral,
then it is a viable WIMP.

The quintessential SUSY WIMP is the lightest neutralino, the lightest
linear combination of the two neutral Higgsinos, the neutral wino and the
bino,

χ̃0
1 = V ∗1lH̃

0
u + V ∗2lH̃

0
d + V ∗3lW̃

0
3 + V ∗4lB̃

0, (2.15)

which mix following EWSB because they share quantum numbers. There
are thus four neutralinos in the MSSM, corresponding to the different
linear combinations; only the lightest is ever stable, and it is always this
particle that is meant when people talk about ‘the neutralino’ as a WIMP.
Their masses are given by the eigenvalues of the mass mixing matrix which
appears in the post-EWSB Lagrangian

Mχ0 =


0 µ −gvu√

2

g′vu√
2

µ 0 gvd√
2
−g′vd√

2

−gvu√
2

gvd√
2

M2 0
g′vu√

2
−g′vd√

2
0 M1

 , (2.16)

in the basis ~G ≡ (H̃0
u, H̃

0
d , W̃

0
3 , B̃

0)T. Here vu and vb are the VEVs ob-
tained by the up- and down-type Higgs during EWSB, and g′ = g tan θW,
with θW the weak mixing angle. The coefficients V ∗1l, V

∗
2l, V

∗
3l, V

∗
4l of the

individual gaugino/Higgsino components of each mass eigenstate are the
entries in the inverse of the unitary matrix V which diagonalises Mχ0 ,

~χ = V † ~G, (2.17)

where ~χ ≡ (χ̃0
A, χ̃

0
B, χ̃

0
C , χ̃

0
D)T. The index l in the V ∗1l, V

∗
2l, V

∗
3l, V

∗
4l refers to

the column of V which applies to the lightest mass eigenstate. The usual
labelling for mass eigenstates is to sort χ̃0

A, χ̃
0
B, χ̃

0
C , χ̃

0
D in increasing mass

and assign them the numbers from 1 to 4, i.e. χ̃0
1, χ̃0

2, χ̃
0
3, χ̃0

4.
Sneutrinos, the spin-0 partners of neutrinos, are also weakly-interacting

and neutral, so qualify as SUSY WIMPs when the lightest of their number
is the LSP. Unfortunately, this is not usually the case, because in most
models one of the sleptons has a slightly lower mass than the lightest sneu-
trino (Jungman et al. 1996). In any case, constraints on the sneutrino-
nucleon scattering cross-section from direct detection (Sect. 3.1) all but
rule it out as the dominant component of dark matter, as the nuclear scat-
tering cross-section for sneutrinos is even higher than for Dirac neutrinos
(Falk et al. 1994).
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It also is worth pointing out that in certain (generally non-minimal)
SUSY scenarios, the dark matter particle might not be absolutely stable,
but metastable on cosmological timescales. In some cases, this removes
the need for R-parity conservation. This applies to some types of grav-
itinos (the SUSY partner of the graviton, the gauge quantum of gravity),
an example of non-WIMP SUSY dark matter discussed in Sect. 2.5.

2.4.3 SUSY breaking and parameterisations

As a low-energy effective theory, the MSSM involves no specification of
the mechanism by which SUSY is broken. In its full form (Eqs. 2.11–
2.13), the MSSM possesses a vast number of free parameters that are not
present in the SM. All but one (µ) come from the soft terms in the SUSY-
breaking sector (Eq. 2.11). Counting parameters, in the gauge sector we
have the normal 3 gauge couplings (e, g, gs) and the QCD vacuum angle
θ (Eq. 2.4) of the SM, as well as 6 gaugino masses (2.11a, 2.11b). One of
the CP-violating masses can be removed following a field transformation,
leaving 9 free parameters. From the Higgs sector (2.11c) there are two real
squared masses m2

Hu
and m2

Hd
, and one complex coefficient b. Together

with the complex parameter µ and the fact that one degree of freedom
can again be removed by a field definition, this leaves 5 real parameters.
In the fermion sector, there are 5 Hermitian 3× 3 mass-squared matrices
(2.11d), as well as 9 general complex 3 × 3 trilinear coupling matrices
(2.11e, 2.11f, 2.12), giving 5× 9 + 9× 18 = 207 real parameters. Careful
treatment of field redefinitions (Baer & Tata 2006) reduces this number
by 43, leaving 5 + 9 + 207 − 43 = 178 free parameters in the full B and
L-conserving MSSM, and 178 − 3 × 18 = 124 in the version where the
‘C-terms’ (2.11f) are excluded. Given 19 parameters in the SM, there are
therefore either 159 or 105 more parameters in the full MSSM than the
SM.

SUSY-breaking itself is a jungle, and even the zoo of viable breaking
schemes is vast and varied (see e.g. Luty 2005, for an introduction). Spon-
taneous SUSY breaking is hard to achieve at tree level, because none of
the MSSM supermultiplets can easily acquire an appropriate VEV (this is
related to a particular sum rule for the tree-level masses; see e.g. Martin
1997; Baer & Tata 2006). The solution seems to be for SUSY to be bro-
ken in a particle sector which has only very weak or indirect interactions
with the MSSM, and then communicated to the MSSM by some heavy
mediator particle X. The mass at which SUSY is broken in the other
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sector is related to the mass of the mediator by

M2
���SUSY

MX
∼ msoft ∼ 1 TeV. (2.18)

The decoupled matter sector is often referred to by the unfortunate
sobriquet of ‘the hidden sector’, which (at least for this author) evokes
notions of fine-tuning and careful sequestering away of a whole matter
sector because experimentally, it should be ‘seen and not heard’. In reality
though, most hidden sectors required in SUSY-breaking scenarios have a
very high characteristic mass scale. We should therefore expect them to
decouple from the low-energy theory as the influence of the heavy particles
is integrated out, into mass dimension d > 4 operators suppressed by d−4
powers of the large mass scale. In that case, the ‘hidden sector’ is then
simply one which is phenomenologically disjoint (effectively hidden) from
the SM because of its high energy scale.

Three scenarios have received the bulk of attention to date: grav-
ity mediation (Chamseddine et al. 1982), gauge mediation (Giudice &
Rattazzi 1999) and anomaly mediation (Randall & Sundrum 1999). In
gravity-mediated scenarios, SUSY-breaking occurs in the matter sector
associated with new physics around the Planck scale MP. The break-
ing is hence mediated by particles with MX ∼ MP, leading to hidden
sector SUSY-breaking at about 1011 GeV. The coupling between the hid-
den and observable sectors is naturally very weak because gravity is so
weak, and in this case can actually even occur at tree level. This is be-
cause SUSY-breaking in the gravitational sector actually implies that we
are talking about supergravity (SUGRA), where SUSY has been made a
local rather than a global symmetry, and gauged. This happens to mod-
ify the tree-level mass sum rule in such a way that an appropriate VEV
is possible to come by from within the MSSM. It is important to note
that gravity-mediation must always occur at some level if all interactions
are supersymmetric, the issue is just whether or not it dominates over
other contributions to SUSY breaking. Aside from string theory, N = 8
SUGRA is also the only known potentially-viable theory of quantum grav-
ity (Bern et al. 2009).

Gauge-mediated SUSY breaking (GMSB) takes an entirely orthogonal
approach, where SUSY breaking is mediated by a particle which has both
hidden sector and SM gauge couplings. Actually, the mediator gets an
entire sector of its own in many GMSB scenarios, known as the ‘messenger
sector’; here the hidden sector breaks SUSY, passes it on to the messenger
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sector, which then communicates it to the observable sector. The media-
tor conveys SUSY breaking radiatively from the messenger sector to the
observable sector, coupling to the MSSM only at loop level. In this case
the mediator can be of almost any mass; if it is light, SUSY breaking in
the messenger sector can occur at much lower masses than in the gravity-
mediated scenario. Anomaly-mediated SUSY breaking (AMSB) relies on
extra dimensions and somewhat contrived brane geometries and dynam-
ics to suppress gravity mediation to a level where loop contributions from
a particular anomaly dominate the mediation.

For the purposes of phenomenology, the full 124 or 178-parameter
MSSM is not really very practical to work with. Indeed, many of the
terms should be suppressed anyway in order to agree with experiment:
theM ′ gaugino masses should be small or absent in order to prevent exces-
sive CP -violation, as should the various CP -violating phases arising from
complex MSSM parameters. The off-diagonal entries in the mass matri-
ces are constrained to be small by the level of flavour-changing neutral
currents (FCNCs) they cause. One approach to SUSY phenomenology
is thus to work with the effective low-energy theory, but approximate all
these dangerous terms to zero. One can go a step further and assume
reality and universality in the mass and trilinear coupling matrices, such
that each is just a real constant times the identity matrix. One could even
be so bold as to assume that some of those constants are equal to one
another. Many different low-energy parameterisations have been used in
the literature: 6, 7, 8, 19, 24-parameter versions and so on, depending
upon the individual authors’ computational resources and the nuances of
the specific observable under investigation.

The alternative is to take one of the scenarios for SUSY breaking,
which invariably predict universality and reality in the structure of their
soft terms at the scale of the mediator particles MX . Investigating the
phenomenology then requires evolving the soft terms down to the weak
scale using the renormalisation group equations (RGEs). In the minimal
supergravity (mSUGRA) model, all scalar masses, gaugino masses and
trilinear couplings are unified at respective values m0, M 1

2
and A0, either

at MP or more commonly, MGUT. The only remaining non-SM parame-
ters are tanβ, the ratio of up-type to down-type Higgs VEVs at the weak
scale, and the sign of the µ parameter. The bilinear coupling B ≡ b/µ
and the magnitude of µ are set by the condition that SUSY-breaking
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radiatively generates EWSB. The parameter space is thus4

m0,M 1
2
, A0, tanβ, sgn(µ). (2.19)

The minimal gauge-mediated model (mGMSB) is characterised by the
parameter set

Λ,M, n5, tanβ, sgn(µ), Cgrav, (2.20)

where

Λ ≡ M2
���SUSY,mess.

〈S〉 , (2.21)

with M���SUSY,mess. the SUSY-breaking scale in the messenger sector and
〈S〉 the VEV of the scalar part of a gauge singlet superfield Ŝ which also
couples to the messenger sector. M is the mass scale of the messenger
sector, which consists of n5 generations of vector-like multiplets of quark
and lepton superfields carrying SM charges. Cgrav is the gravitino mass
parameter

Cgrav =
M2

���SUSY,hidd.

λM2
���SUSY,mess.

, (2.22)

where M���SUSY,hidd. is the SUSY-breaking scale in the hidden sector and
λ is the common messenger-sector Yukawa coupling between Ŝ and the
messenger quark and lepton supermultiplets. The trilinear couplings are
essentially absent in this model, so Au = Ad = Ae = 0.

The minimal version of AMSB (mAMSB) is specified by

m0,m 3
2
, tanβ, sgn(µ), (2.23)

where m 3
2

is the gravitino mass, which is also ultimately responsible for
determining the gaugino masses and the trilinear couplings. The other
three parameters are defined identically to their mSUGRA counterparts.

4Strictly speaking, what I describe here is the ‘constrained MSSM’ (CMSSM). Ac-
cording to some definitions, the mSUGRA model differs from the CMSSM, in that the
condition of EWSB does not necessarily have to be imposed, making µ a parameter, B
is used instead of tanβ, and the relation A0 = B+m0 is sometimes used to eliminate B
as a free parameter (or equivalently, tanβ in versions where EWSB is imposed). The
distinction typically only matters to those not-so-subtly trying to establish precedence
for certain prizes.
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2.4.4 SUSY scanning

In order to compare any particular version of SUSY with experimental
data, one generally needs to consider a number of different points in the
model parameter space, covering a large range of each of the free pa-
rameters. One then scans over the parameters using some sort of search
algorithm, evaluating the values of the relevant observables at each point.
These can then be compared with existing data to determine if the point
is consistent with experiment, or to make predictions for future experi-
ments.

With such high-dimensional parameter spaces, and a very nonlinear
mapping from some of the model parameters to actual observables like
cross-sections, it is no surprise that scanning SUSY parameter spaces is
not a simple exercise. This is especially so if one wants to make meaningful
statements about which regions of the parameter space are allowed or
disallowed, and to what degree of statistical significance. Traditional
analyses simply assigned a status of either ‘allowed’ or ‘excluded’ to a
point if it lay within or beyond a certain confidence level of the measured
data. These were often based on brute-force random scans, with little
concern for convergence or any sort of statistical interpretation. The
modern approach is to consider the full likelihood for each point, and
analyse the resultant map in terms of either a Bayesian or frequentist
statistical framework. These scans have often also employed sophisticated
scanning techniques like Markov Chain Monte Carlos (MCMCs), nested
sampling or genetic algorithms. The reader is referred to p. 3 of Paper
V for a detailed background on the differences between the Bayesian and
frequentist approaches in this context. Details of the differences between
scanning techniques and a review of significant work in SUSY scanning
can be found on p. 3 of Paper IV and pp. 4–5 of Paper V.

In particular, the most well-known products of SUSY scanning are the
various regions of mSUGRA compatible with the relic density from the
CMB. These regions, as well as benchmark points drawn from them, have
been widely used for collider studies and design over the last 20 years. A
short review of these regions is given on p. 3 of Paper IV.

2.5 Gravitinos and Axinos

If supersymmetry is made local and extended to supergravity, the gravi-
ton acquires a spin-3

2 superpartner, the gravitino. In gravity-mediated
SUSY-breaking scenarios, the gravitino obtains a similar mass to the
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other sparticles, i.e. msoft, whereas in gauge-mediated schemes it has a
mass of the order of a few keV (Martin 1997). It can therefore be the
LSP in some cases, the next-to-lightest SUSY particle (NLSP) in others,
or just another more massive member of the SUSY spectrum.

If it is the LSP and R-parity is conserved, the gravitino is stable, so
it can constitute a viable but depressing dark matter candidate. This is
because it interacts only gravitationally with the rest of the spectrum,
easily fulfilling the collisionless, non-dissipative and electrically-neutral
requirements of a good dark matter candidate – but the very weakness
of the interaction means that it is however virtually undetectable. If the
gravitino is the NLSP, the weakness of its interactions can make it meta-
stable, potentially leading to non-thermal LSP dark matter production
by decay. The caveat is that the long lifetime can interfere with later-
time processes like BBN, depending upon which SM particle the gravitino
predominantly decays into along with the LSP. The same is also true if the
gravitino is the LSP, as in this case the weakness of its interactions again
make the NLSP long-lived. Their long lifetimes mean that gravitinos
can be viable dark matter candidates even if R-parity is violated, since
they would again be meta-stable. Because thermal gravitinos decouple
from the primordial bath around the Planck mass, their cosmology is
particularly complicated and uncertain; they could constitute either warm
or cold dark matter, depending upon their mass and cosmological history.

If one extends the SM to include the axion (cf. Sect. 2.2) as a solution
the strong CP problem, then the supersymmetrised version of the theory
of course also contains a spin-1

2 axino (see e.g. Covi & Kim 2009). Like
the gravitino, the axino is extremely weakly interacting, so would be
perfectly viable as dark matter if it were the LSP. In contrast to the
gravitino though, the axino should at least be detectable indirectly though
the observation of the axion itself. Because of its ultra weak coupling to
other particles, if it is the LSP or NLSP the axino might have any of the
same features and issues as the gravitino with regard to long-lived states.

2.6 Sterile neutrinos

The fact that neutrinos have been observed to oscillate indicates that
they have masses, though experimental limits constrain them to be sub-
eV. This presents quite a fine-tuning problem, as the masses must be
many orders of magnitude less than any other known massive particles.
The favoured mechanism for producing such small masses is known as
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the see-saw, which operates by introducing heavy singlet (right-handed)
neutrino states of mass ∼M . The observed neutrino masses become in-
versely proportional to M when the mass matrix is diagonalised. The
singlet neutrinos do not interact with other particles because they carry
no charges under any of the SM gauge groups. Being massive fermions,
the actual neutrino mass eigenstates differ from the weak eigenstates; the
splitting is sufficiently large that the light neutrinos are almost entirely
left-handed in character, and the heavy ones almost entirely singlet. This
makes the heavy states very weakly interacting, or ‘sterile’, and suffi-
ciently long-lived to constitute dark matter.

M can in principle take on almost any value (there are valid natural-
ness arguments for it being around MGUT, or for being rather small). If it
is in the keV mass range, then the sterile neutrino can be a viable warm
dark matter candidate, with the correct relic abundance (see e.g. Kusenko
2009, for a recent review). Depending on the production mechanism in
the early Universe, it is also possible to make sterile neutrinos cold(ish)
dark matter.

2.7 Other candidates

I will not attempt to detail the myriad other viable dark matter candidates
which exist; this subsection merely provides a summarising ‘sound bite’
on some of the more notable ones, and some references for further reading.

A range of ‘WIMP-derivative’ models build upon the basic idea of
WIMP dark matter, or at least make use of a number of its desirable
features. WIMPless dark matter (Feng & Kumar 2008; Feng 2010) em-
ploys the WIMP miracle in a hidden sector, by tuning the WIMP mass
and interaction strength to achieve the desired relic density, à la Eq. 2.9.
WIMPzillas (Kolb et al. 1999) are superheavy, weakly-interacting parti-
cles formed out of thermal equilibrium, arising from e.g. the GMSB mes-
senger sector. Minimal Dark Matter (Cirelli et al. 2006; Cirelli & Stru-
mia 2009) involves the trial-and-error addition of any colourless SU(2)L
multiplet with a neutral lightest member to the SM, in the search for a
WIMP. Inelastic Dark Matter (iDM; Smith & Weiner 2001; Tucker-Smith
& Weiner 2005) and eXciting Dark Matter (XDM; Finkbeiner & Weiner
2007) are WIMPs with excited states, nowadays often paired with models
exhibiting Sommerfeld-enhanced annihilation (Arkani-Hamed et al. 2009;
Nomura & Thaler 2009). These models are all designed to explain specific
observational anomalies.
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SIMPs (Starkman et al. 1990) are Strongly Interacting Massive Parti-
cles which could form colourless bound states (Kang et al. 2008) and hide
their strong interactions, whilst milli-charged particles (Holdom 1986;
Davidson et al. 2000) might manage to appear dark because they carry
only a very small fractional electric charge. Both these options are very
strongly constrained at the present time (Taoso et al. 2008).



Chapter 3

Searches for dark matter

Dark matter can be sought in a number of complimentary ways. In
Sects. 3.1–3.5 I give an overview of the main techniques used to search
for WIMPs, followed in Sect. 3.6 by a quick exposition of other tests, in-
cluding those for non-WIMP models. It is unlikely that any single search
technique will ultimately be enough for us to confidently characterise or
completely exclude a particular dark matter model; combining results
from different searches is precisely the strategy adopted in Paper IV and
Paper V, and discussed in Sect. 2.4.4 in the context of SUSY.

3.1 Direct detection

Because WIMPs interact with SM particles by the weak force, they should
have weak-scale scattering cross-sections with normal nuclei. One of the
most promising ways to detect WIMPs is thus to look for nuclear recoils
in large-volume target materials on Earth (Goodman & Witten 1985).

The expected number of WIMP-nucleon scattering events dN per nu-
clear recoil energy window dEr is given (Gaitskell 2004) by

dN

dEr
=

σρ

2µ2mχ
F 2

∫ vesc

vmin(Er)

f(v)
v

dv, (3.1)

where σ is the WIMP-nucleus cross-section, ρ the local WIMP density,
mχ the WIMP mass and F the nuclear form factor. The WIMP-nucleus
reduced mass is µ ≡ (mχmnuc)/(mχ+mnuc). The distribution of WIMPs
in the halo with velocities v is given by f(v), which is integrated over
all possible velocities. These range from vmin(Er), the minimum velocity
necessary to produce a recoil of energy Er, to the halo escape velocity vesc.

41
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Nuclear recoil searches attempt to measure dN
dEr

directly. By assuming a
certain halo model, this then allows a relation to be inferred between
the WIMP mass and cross-section. The standard halo model assumes
a Maxwellian velocity distribution with vRMS ≈ 220 km s−1 and a local
density of 0.3 GeV cm−3; alternative halo models and their influence upon
direct detection results have also been discussed (e.g. Belli et al. 2002; Stiff
& Widrow 2003; Green 2007, 2008; Read et al. 2009).

The cross section has two parts: a spin-independent interaction σSI

between WIMPs and all nucleons, and a spin-dependent component σSD

coupling only to nucleons with net spin. The kinematics of WIMP-nucleon
collisions mean that both parts are proportional to the square of the
WIMP-nucleon reduced mass. This dependence is generally suppressed
in practice however, as direct detection experiments are never sensitive
to the full WIMP recoil spectrum. The spin-independent part has a fur-
ther dependence on the square of the nuclear mass. The spin-dependant
component instead depends upon the nuclear spin J and the spins of the
individual proton and neutron subsystems in the nucleus (see e.g. Eq.
2.8 of Paper II, or Jungman et al. 1996; Gondolo et al. 2004; Cerdeño &
Green 2010). Target nuclei with different isotopic compositions can be
chosen to optimise an experiment for spin-dependent or spin-independent
searches.

Three physical consequences of nuclear recoils are used to search for
evidence of WIMP scattering. One is ionisation of target atoms caused by
energy transfer from the recoiling nucleus. Another is fluorescent radia-
tion given off by electrons of target atoms, as they decay after having been
excited by energy transfer from the recoiling nucleus. Materials known
as scintillators, which are transparent at their fluorescent wavelength and
have a very fast decay time, are used extensively for this purpose; in this
case, the process is referred to as scintillation. The third technique is to
measure phonon excitations generated in crystals by the nuclear recoils,
where minute heat changes corresponding to the absorption of individual
vibrational quanta are measured. Various combinations of these detection
methods are employed in different experiments.

Due to the proper motion of the solar system within the galactic halo,
there should be a mean net velocity between WIMPs and the Earth. This
should result in both a diurnal modulation of WIMP-nucleus collisional
directions, and an annual modulation of the total detection rate due to
the non-perpendicularity of the solar ecliptic and galactic planes.

Exclusion limits placed upon the WIMP mass and spin-independent
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ZEPLIN III (Dec 2008;
Lebedenko et al. 2009)

XENON 10 (2007 result, 136 kg d
exposure; Angle et al. 2008)

CDMS II (Soudan 2004-2009, Ge
target; Ahmed et al. 2009)

SuperCDMS, projected (2 towers,
Soudan; Akerib et al. 2006)

SuperCDMS, projected (7 towers,
SNOLab; Akerib et al. 2006)

DAMA/LIBRA, with ion
channelling (5σ; Savage et al.
2009b, Fig. 11)

DAMA/LIBRA, no ion
channelling (5σ; Savage et al.
2009b, Fig. 10)

CMSSM Bayesian posterior (68%
contour; Trotta et al. 2008)

CMSSM Bayesian posterior (95%
contour; Trotta et al. 2008)

Figure 3.1. Exclusion curves, fit regions and SUSY predictions for
WIMP masses and spin-independent nuclear scattering cross-sections.
The areas above each curve are excluded by the respective experiments,
listed to the right. The red regions are claimed detections of an annual
modulation signal by the DAMA collaboration, under different assump-
tions about channeling by the detector crystal. The yellow and blue re-
gions are Bayesian posterior predictions within the CMSSM, taking into
account all other experimental constraints.

nuclear scattering cross-sections by various direct detection experiments
are shown in Fig. 3.1. The plot also shows a theoretical prediction from
a Bayesian CMSSM parameter scan (blue and yellow solid region; Trotta
et al. 2008), as well as the area compatible (Savage et al. 2009b, red solid
region) with the claimed detection of an annual modulation signal by the
DAMA collaboration (Bernabei et al. 2000, 2008). Other experiments
appear to disfavour a dark matter interpretation for this signal. However,
the solid compatible region on this plot has been drawn assuming stan-
dard WIMP, halo and target models; the annual modulation signal can
be made marginally compatible with other experiments if these assump-
tions are relaxed (e.g. Savage et al. 2009a,b; Fairbairn & Schwetz 2009).
An example of how the compatibility region changes when channelling in
the detector crystals is included (Savage et al. 2009b) is outlined in red
dashes. A similar story holds for interpretation of the DAMA signal in
terms of spin-dependent WIMP scattering (not shown). Predicted sen-
sitivity curves for upcoming experiments are also shown, showing that a
substantial part of the CMSSM parameter space should become accessible
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in the near future.

3.2 Indirect detection

If WIMPs are thermal relics, they should generically possess weak-scale
self-annihilation cross-sections. This is true whether the particles are
Majorana or Dirac. In the Dirac case, being a thermal relic implies that
there is no net matter-antimatter asymmetry, since any excess of WIMPs
or anti-WIMPs would cause the relic abundance to be determined by
the asymmetry rather than thermal production. If dark matter is pro-
duced non-thermally, it could also have a comparable, or even higher,
self-annihilation cross-section. Except in the case of a non-thermally
produced Dirac particle with an initial matter-antimatter asymmetry,
WIMPs should therefore annihilate at a non-vanishing rate today.

Indirect detection methods aim to detect the primary or secondary
products of these annihilations, in the form of photons, neutrinos or other
cosmic rays. The same techniques can also be used to search for the prod-
ucts of decaying dark matter, such as the LSP in versions of SUSY which
weakly violate R-parity. Searches place constraints on annihilation cross-
sections in annihilating models (and therefore the relic density, in ones
where the particle is thermally-produced), and on the lifetime in decay-
ing models. As a two-body process, the annihilation rate is proportional
to the square of the dark matter density, whereas the single-body decay
process is proportional to the first power of the density.

Whether searching for annihilations or decays, the most promising
targets are those with large dark matter densities and/or low astrophysical
backgrounds. The Galactic Centre (GC) would seem the most obvious
target given its distance and dark matter concentration, but it is also
one of the most difficult areas to work with because of its complex and
poorly-understood background (Vitale et al. 2009; Acero et al. 2010), and
uncertain dark matter profile (Stoehr et al. 2003; Merritt 2010). Better
prospects might be had just outside the GC, in a broken annulus which
excludes the galactic disc (Stoehr et al. 2003; Serpico & Zaharijas 2008).
Dwarf galaxies are a good option because they are extremely dark-matter-
dominated, leading to a low background, but have the disadvantage of
also having rather low predicted fluxes (e.g. Bringmann et al. 2009; Pieri
et al. 2009; Martinez et al. 2009). Smaller, previously unidentified clumps
of dark matter with no association to any known astrophysical sources
(e.g. Green et al. 2004a; Green et al. 2005; Kuhlen et al. 2008; Bringmann
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2009; Paper III) would make for a spectacular, background-free discovery
if any were detected, but there is significant theoretical uncertainty in
their expected number, mass and proximity to Earth. Galaxy clusters
and the total integrated contribution to the extragalactic background have
also been considered competitive targets.

The relative merits of the different targets depend upon whether limits
are sought on annihilation or decay, and the observation channel. Mas-
sive charged particles like electrons are attenuated and deflected by mag-
netic fields, causing them to almost always arrive isotropically. Further
discussion of the uncertainties in dark matter density profiles and the as-
trophysical production and propagation of cosmic rays can be found in
Chapter 4.

The expected differential primary gamma-ray flux per unit solid angle
(e.g. Bergström et al. 1998) from WIMP annihilations is

dΦ
dEdΩ

=
1 +BF

8πm2
χ

∑
f

dNγ
f

dE
σfv

∫
l.o.s.

ρ2
χ(l)dl, (3.2)

where BF is the boost factor from unresolved substructure in the source,
f labels different final states, dNγ

f /dE is the differential photon yield
from any particular final state, σf is the cross-section for annihilation
into that state, v is the WIMP relative velocity, and the integral runs
over the line of sight to the source. In the absence of any bound states
(i.e. Sommerfeld enhancements), WIMPs move so slowly that they can
effectively be considered to collide at rest, allowing σfv to be replaced
with the velocity-averaged term in the zero-velocity limit, 〈σfv〉0.

In the case of neutralino annihilation, three main channels contribute
to the gamma-ray spectrum. Through loop processes, annihilation can
proceed directly into two photons (Bergström & Snellman 1988; Bergström
& Ullio 1997)

dNγ
γγ

dE
= 2δ(E −mχ), (3.3)

or into a Z boson and a photon (Ullio & Bergström 1998)

dNγ
Zγ

dE
= δ(E −mχ +

m2
Z

4mχ
). (3.4)

This gives a monochromatic gamma-ray line. Because no other known
process produces such a line, this would be a smoking gun signal for
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WIMP dark matter. Unfortunately, the loop suppression means that very
few models actually have substantial branching fractions into monochro-
matic photons. A hard spectrum can also be produced by internal brems-
strahlung (final-state radiation plus virtual internal bremsstrahlung), gen-
erated when a photon is emitted from a virtual particle participating in
the annihilation (Bergström 1989; Bringmann et al. 2008). Continuum
gamma-rays can also be produced by annihilation into quarks, leptons
and heavy gauge bosons (including the Z from the Zγ line), which subse-
quently decay via π0 and the emission of bremsstrahlung to softer photons.

Indirect detection with photons is currently dominated by large air-
Čerenkov gamma-ray telescopes (ACTs) and the Fermi Large Area Tele-
scope (LAT; Atwood et al. 2009), a pair-conversion gamma-ray space tele-
scope. Limits on the total cross-section from dwarf galaxies (Lombardi
et al. 2009; Essig et al. 2009; Paper IV; Abdo et al. 2010b), the isotropic
diffuse background (Abdo et al. 2010c; Abazajian et al. 2010) and galaxy
clusters (Abdo et al. 2010d) are approaching the canonical thermal cross-
section (3 × 10−26 cm3 s−1; cf. Sect. 2.3.1), but cannot yet conclusively
exclude it for any range of WIMP masses. LAT limits on annihilation
into gamma-ray lines also exist (Abdo et al. 2010a). Claims have been
made from outside the collaboration of excesses in public Fermi data in
the inner Galaxy (Goodenough & Hooper 2009; Dobler et al. 2009), which
some have interpreted as signals of WIMP annihilation. Their status as
true excesses rather than instrumental foibles or systematics arising from
overly simplified background modelling (e.g. Linden & Profumo 2010)
have yet to be confirmed or disproved by the LAT collaboration.

Gamma-ray and longer-wavelength observations also make it possible
to hunt for secondary photons from WIMP annihilation or decay. In par-
ticular, inverse Compton scattering of CMB and interstellar radiation field
photons by primary leptons injected in annihilations or decays can lead to
substantial signals in gamma rays and X-rays (Regis & Ullio 2008; Cirelli
& Strumia 2009; Profumo & Jeltema 2009; Belikov & Hooper 2010; Abdo
et al. 2010c,d). Synchrotron emission from primary leptons in regions
with significant magnetic fields can also be a competitive probe (Regis &
Ullio 2008; Bertone et al. 2009; Bergström et al. 2009a), as can modifica-
tions of the CMB by particle injection from dark matter annihilation at
early times (Slatyer et al. 2009; Galli et al. 2009).

Recent electron and positron cosmic ray data from Fermi (Abdo et al.
2009), the PAMELA satellite (Payload for Anti-Matter Exploration and
Light-nuclei Astrophysics; Adriani et al. 2009a) the ATIC balloon mission
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(Advanced Thin Ionisation Calorimeter; Chang et al. 2008) and the HESS
ACT (High Energy Stereoscopic System; Aharonian et al. 2008) indicate
a slight excess in the total number of events at ∼10 GeV–10 TeV over that
expected purely from background. A substantial excess is also seen in the
fraction of events due to positrons. This has lead to a flood of papers
explaining the data in terms of dark matter annihilation or decay (e.g.
Bergström et al. 2008; Arkani-Hamed et al. 2009; Nomura & Thaler 2009;
Chen et al. 2009; Donato et al. 2009). Almost all annihilation scenarios
require a substantial boost to the annihilation cross-section above that
expected for a typical thermal relic, either from substructure or specific
particle models (these are the Sommerfeld-enhanced models mentioned
in Sect. 2.7). Such boosted models are put under rather severe pressure
by limits from recent gamma-ray observations (e.g. Abdo et al. 2010b,c,d;
Abazajian et al. 2010). The positron excess can also be explained in terms
of conventional astrophysical sources like pulsars (Profumo 2008; Yüksel
et al. 2009; Hooper et al. 2009) and supernova remnants (Blasi & Serpico
2009; Piran et al. 2009; Fujita et al. 2009), and possibly even standard
secondary production (Katz et al. 2009).

In many models, WIMP annihilation produces a substantial num-
ber of antiprotons. Observations of cosmic ray antiprotons by PAMELA
(Adriani et al. 2009b) show no excess above the expected astrophysical
background. This places rather severe limits on the types of models which
can be invoked to explain the PAMELA positron excess, as they must not
overproduce antiprotons. Together with the steepness of the rise observed
in the positron fraction, this suggests that such models should annihilate
predominantly to lepton-antilepton pairs (so-called ‘leptophilic’ dark mat-
ter; Cholis et al. 2009; Bergström 2009; Bergström et al. 2009b), which is
somewhat difficult to achieve in the MSSM (Bergström et al. 2008).

Antideuterons are another promising indirect detection channel. Al-
though predicted yields from dark matter annihilation (Donato et al. 2000;
Baer & Profumo 2005) and decay (Ibarra & Tran 2009) are certainly
smaller than those for antiprotons, the very low backgrounds expected
(Donato et al. 2008) could make antideuterons a useful detection method.
This is especially true for low WIMP masses, where kinematics would pre-
vent background antideuteron formation from spallation. Future experi-
ments, such as the imminent Alpha Magnetic Spectrometer space shuttle
mission (AMS-02; Choutko & Giovacchini 2008) and the dedicated bal-
loon mission GAPS (General AntiParticle Spectrometer; Hailey 2009),
should make interesting inroads into model parameter spaces.
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In certain models, such as Kaluza-Klein dark matter in Universal Ex-
tra Dimensions (UED), WIMPs can annihilate directly into neutrinos.
Other models produce neutrinos in secondary decays and/or cascade in-
teractions with baryonic matter. Whilst their weak interactions, small
masses and atmospheric background make neutrinos a difficult indirect
detection prospect, they have the advantage of pointing directly back
to a source in the same way photons do. With observations of the GC
(Bertone et al. 2004) and the inner Galactic halo (Yüksel et al. 2007), the
SuperKamiokande neutrino telescope has been used with some success
to constrain the annihilation cross-section of traditional WIMP models.
Upcoming cubic-kilometre telescopes such as IceCube should also prove
powerful enough to essentially rule out Sommerfeld-enhanced leptophilic
models, through observations of the central regions of our own Galaxy
(Hisano et al. 2009; Liu et al. 2009; Buckley et al. 2010; Mandal et al.
2010) or dwarfs (Sandick et al. 2009).

Indirect detection could also include dark stars and searches for neutri-
nos from WIMP annihilation in the Sun. Unlike the indirect searches just
described, stellar probes depend more upon nuclear scattering than the
annihilation cross-section, so I will describe them separately (in Sects. 3.4
and 3.5, respectively).

3.3 Accelerator searches

Finding dark matter at accelerators is unlikely to be straightforward. The
most obvious collider WIMP signature is expected to be missing trans-
verse energy (missing ET), which refers to an apparent missing component
of the total final-state momentum in the direction transverse to a collider
beam. If the outgoing transverse momenta of a reaction do not sum to
zero (as they do in the original beam), this can be attributed to the pro-
duction and escape of a massive particle with a very small interaction
cross-section with the detector material. The catch is that whilst the
particle must be stable enough to travel beyond the detector, there is no
way of to know how stable it is on cosmological timescales. There would
hence be no way to infer its relic abundance.

By looking at kinematic endpoints in the momentum distributions of
observed particles, one can derive the masses of intermediate states in the
decay chain leading to the missing ET, including the mass of the missing
particle itself (Battaglia et al. 2004; White 2007). By carefully examin-
ing the shapes of the distributions, in principle one can also distinguish
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between different theories giving rise to the same (observable) decay prod-
ucts. The difficulty with this prospect is that in a hadron collider like the
LHC (Large Hadron Collider), collisions take place between bound-state
quarks. It is therefore impossible to ever know exactly where the rest
frame of each interaction is. Whilst there should be a known distribu-
tion of rest frames across all collisions, this still introduces a significant
uncertainty to the distributions for rare processes like those that would
produce WIMPs, and also makes efforts to disentangle the spins of the
new particles very difficult (Baltz et al. 2006).

The main alternative is to attempt to reconstruct the whole underlying
theory responsible for the new TeV-scale physics, by using other channels
(than missing ET) to constrain the masses and couplings of other new
particles. In this way, one might infer the mass, spin and cross-section of
the dark matter particle(s) without measuring them directly. A more re-
liable option would be to employ a lepton collider like the proposed ILC
(International Linear Collider), which should allow direct pair produc-
tion of WIMPs if they exist in the appropriate mass range. This would
allow direct measurements of the spin, couplings and mass of the particle,
though the issue of proving stability would remain (Baltz et al. 2006).
The couplings could however be measured well enough to determine a
particle’s relic density to a similar level of accuracy as from the CMB
(Battaglia 2009); if the two matched, stability would be strongly implied.

Another interesting alternative allowed by a lepton collider would be
to search for initial state internal bremsstrahlung in dark matter pair
production (Birkedal et al. 2004). If dark matter were a thermal relic,
the event rate would be related to the relic density via the produc-
tion/annihilation cross-section. Some signal should thus be expected for
any thermally-produced WIMP, assuming a non-vanishing annihilation
branching fraction into the particular leptons used.

In general, an unequivocal identification and characterisation of the
particle responsible for dark matter will require verification from a range
of different searches. Accelerators will help most in characterising the
theory to which it belongs, whilst direct and indirect searches should
provide information about its stability and cosmological abundance. All
can contribute to determining the mass and couplings.
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3.4 Dark stars

If dark matter annihilates at a non-negligible rate today, we might expect
that the energy from those annihilations could impact nearby baryonic
systems. This might contribute to heating of the intergalactic medium
(Ripamonti et al. 2007), reionisation (Natarajan & Schwarz 2008), the
CMB temperature fluctuations (Slatyer et al. 2009; Galli et al. 2009), or
the energy budget of stars (Steigman et al. 1978; Bouquet & Salati 1989;
Salati & Silk 1989). Stars whose structure or evolution are affected in
this way are often referred to as ‘dark stars’.

Stars might obtain a substantial amount of dark matter in their cores
by nuclear scattering, gravitational contraction, or both. In the same
way that we expect WIMPs to collide with nuclei in direct detection
apparatuses (Sect. 3.1), we should also expect them to scatter on nuclei
in astrophysical objects. Thus, in the first case WIMPs could scatter
on nuclei in stars, lose sufficient energy to become gravitationally bound,
and return to repeat the process (Press & Spergel 1985; Gould 1987) until
they either thermalise with the stellar core or annihilate with each other.
In the second case, steepening of the gravitational potential caused by
dissipative collapse of a baryonic gas cloud could draw dark matter into a
star during its formation (Spolyar et al. 2008; Natarajan et al. 2009; Freese
et al. 2009). In either case, conductive heat transport by WIMP-nucleon
scattering could in principle also affect the stellar structure or evolution,
but current direct detection bounds on the scattering cross-sections make
this unlikely (see e.g. Bottino et al. 2002; Paper II).

The effects upon different types of stars in a variety of locations have
been considered in recent years: white dwarfs at the GC (Moskalenko &
Wai 2007; Hooper et al. 2010) and in globular clusters (Bertone & Fair-
bairn 2008; McCullough & Fairbairn 2010), population III stars (Spolyar
et al. 2008; Iocco 2008; Iocco et al. 2008; Natarajan et al. 2009; Freese
et al. 2008a,b, 2010; Paper VI) and main sequence stars near the GC (Pa-
per I; Proceeding XIII; Paper II; Casanellas & Lopes 2009). A review of
the historical and recent developments in this field can be found in Sect. 1
of Paper II. The two different dark star simulation strategies employed by
different groups are described in Sect. 2.1 of Paper VI. A technical treat-
ment of WIMP capture by scattering, and the subsequent impacts upon
stellar evolution can be found in Sect. 2 of Paper II. For constraining dark
matter properties, dark stars are most useful for putting limits on either
nuclear scattering cross-sections or the growth of dark matter halos.
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3.5 High-energy solar neutrinos

In the same way that WIMPs would scatter on nuclei in dark stars and
become gravitationally captured, so they should in the Sun as well. The
primary difference in this case is that the expected capture rates are far
lower in the Sun than at the GC or in early proto-halos, mainly due to
the comparatively low dark matter density in the solar system. Although
annihilation of WIMPs in the solar core should have essentially no impact
on the Sun’s structure or evolution, some fraction of the annihilation
energy might escape as neutrinos.

These O(GeV) neutrinos would be much more energetic than the
O(MeV) solar neutrinos from nuclear fusion (e.g Ahmad et al. 2001),
so would be clear evidence of WIMP dark matter. The only known solar
neutrino background at such high energies comes from cosmic ray inter-
actions with the corona, and is expected to be low (Seckel et al. 1991;
Ingelman & Thunman 1996). The main background concerns are atmo-
spheric muons and neutrinos, produced by interactions of cosmic rays with
the Earth’s atmosphere. This background can be mostly avoided by trig-
gering only on upwards-going events, at times when a terrestrial neutrino
telescope is pointing away from the Sun (e.g. Abbasi et al. 2009a,b).

The capture and annihilation of WIMPs in the Sun has been used
together with telescopes such as SuperKamiokande (Desai et al. 2004),
AMANDA (Ackermann et al. 2006), ANTARES (Lim et al. 2009) and
IceCube (Abbasi et al. 2009a,b; Flacke et al. 2009; Blennow et al. 2010) to
place limits on WIMP-nucleon scattering cross-sections. Because the Sun
consists predominantly of hydrogen, the most competitive limits from neu-
trino telescopes are on the spin-dependent cross section. Spin-dependent
limits from IceCube are already stronger than those from direct detection
(Abbasi et al. 2009a,b), and should improve significantly as the DeepCore
section of the detector is added (Ellis et al. 2009).

Neutrino telescope limits from the Sun are considerably more model-
dependent than those from direct detection, as the only way to calculate
the expected neutrino yields is to have a particular model for the anni-
hilation branching fractions of the WIMP (see e.g. Wikström & Edsjö
2009). Some channels give rise to more neutrinos than others, producing
different limits depending upon the assumed annihilation channel. KK
dark matter for example can annihilate directly into monochromatic neu-
trinos, whilst neutralinos produce neutrinos from a series of secondary
interactions between stellar nuclei and daughter quarks and gauge bosons
(e.g. Blennow et al. 2008). The expected signal from neutrino telescopes
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also depends critically on the dark matter velocity distribution in the so-
lar neighbourhood (e.g. Bruch et al. 2009); capture is far more efficient
for WIMPs which arrive at the Sun with lower velocities, because they
need not lose as much energy in the scattering process as faster WIMPs to
become gravitationally bound. Perturbations of WIMP orbits by planets
(Gould 1991; Lundberg & Edsjö 2004; Peter 2009) adds further uncer-
tainty to the expected capture rates for a given cross-section.

3.6 Searches for other dark matter candidates

Because axions in electromagnetic fields can convert into photons and
vice versa (Sect. 2.2), the best places to search for them are in objects
with strong magnetic fields. The Sun is a good target, as some fraction
of the photons created in the photosphere will convert to axions as they
pass through the strong magnetic fields of the chromosphere and corona.
The CAST (CERN Axion Solar Telescope, Arik et al. 2009) experiment
searches for these axions by attempting to observe the Sun through an
opaque screen and a very strong magnet, in the hope that some of the
solar axions will convert back to photons in the local magnetic field, after
having passed through the screen (which the solar photons could not).

A similar idea is pursued in the ‘light shining through a wall’ exper-
iments (e.g. Robilliard et al. 2007; Pugnat et al. 2008), where a photon
source is shone against a barrier after passing through a strong magnetic
field. A photodetector and a second magnet on the other side of the wall
look for photons regenerated in the magnetic field from axions that have
passed through the wall. The same strategy could be used to detect ax-
ions by looking at background X-ray sources through the Sun (Fairbairn
et al. 2007). Cavity experiments like ADMX (Axion Dark Matter eX-
periment, Asztalos et al. 2010) attempt to detect halo axions, by tuning
the frequency of a magnetic field to the axion mass and searching for mi-
crowaves from resonant conversion. Astrophysical limits on axions can be
obtained by considering the maximum amount of energy that they could
carry out of supernovae and stellar cores without exceeding observed cool-
ing rates (see e.g. Raffelt 2008, for an up-to-date review).

One of the more promising ways to search for sterile neutrinos is via
X-ray line emission produced in the loop decay νs → γν. Such a signal
has been claimed in Chandra observations of the ultra-faint dwarf galaxy
Willman I (Loewenstein & Kusenko 2009), but at less than the 2σ level.
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Microlensing searches might also still have some distance to run in de-
termining the identity of dark matter. This is because ultracompact dark
matter minihalos (Ricotti & Gould 2009, Paper III) could constitute non-
baryonic MACHOs. These would apparently have escaped microlensing
searches because they are slightly more extended than traditional MA-
CHOs, but might appear in future surveys (Ricotti & Gould 2009).
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Chapter 4

Nuisances

When searching for dark matter, uncertainties in a range of necessary
input data can influence results. The most relevant of these are the as-
sumed distribution of dark matter, and the backgrounds to which each
search is subject. Backgrounds are comparatively well controlled and un-
derstood in terrestrial direct detection and accelerator experiments, but
not in indirect searches in astrophysical targets.

In the types of parameter-scanning exercises discussed in Sect. 2.4.4,
uncertainties in input data can be fully included in the analysis if they
have been statistically quantified. In this case the uncertain quantities
are referred to as ‘nuisance’ parameters, because they are parameters one
is not actually interested in, but that effect results nonetheless. Here I
give a very brief synopsis of the two most dangerous nuisances in dark
matter searches. I also provide a brief summary of the most important
nuisance parameters in particle physics, which necessarily arise from the
SM.

4.1 The distribution of dark matter

Simulations of structure formation using just cold dark matter indicate
that halos develop self-similar density profiles, approximately following
an NFW (Navarro, Frenk & White 1996) or Einasto (Navarro et al. 2004)
profile. Both these profiles include a steep cusp in the central region. This
would seem to be at odds with kinematic data, which often indicate that
the central parts of halos posses smooth cores of dark matter (de Blok
et al. 2001; Gentile et al. 2004; Del Popolo & Kroupa 2009). New simula-
tions which include baryons (Governato et al. 2010) show that feedback
from star formation and supernovae might solve this problem, resulting

55



56 Chapter 4. Nuisances

in cores very much like those observed. This mechanism would not be
feasible for such low-mass objects as ultra-faint dwarf galaxies, as they
do not posses enough baryons to form sufficient stars and supernovae to
make the process efficient. On the other hand, kinematic data from the
ultra-faint dwarfs is so sparse (e.g. Geha et al. 2009) that they show no
real preference so far for either cores or cusps anyway, so the smallest
galaxies may still actually possess the cusps predicted by simulation.

Because annihilation rates depend on the square of particle densities,
the predicted rates for indirect detection depend very sensitively upon
the lower end of the halo mass distribution. This is the source of BF
in Eq. 3.2, the ‘boost factor’. The minimum possible mass of a dark
matter halo depends upon the nature of the dark matter particle. In
particular, this is set by the particle’s mass and couplings, as well as the
history of its kinetic decoupling and free streaming in the early Universe
(Hofmann et al. 2001; Green et al. 2004a, 2005), and how those might
have been influenced by events like the QCD phase transition (e.g Bring-
mann 2009). For thermal WIMPs for example, the most likely minimum
mass is ∼10−6M� (Green et al. 2004a, 2005), though values from 10−4

to 10−9M� are also possible (Martinez et al. 2009). Smaller halos are
expected to be far more numerous than larger ones in the picture of hier-
archical structure formation governed by cold dark matter, although just
how much more numerous is still a matter of considerable debate between
N -body groups (Diemand et al. 2008; Kuhlen et al. 2008; Springel et al.
2008a,b).

A standard assumption is that the velocities of WIMPs in halos fol-
low an isotropic, spherically-symmetric, isothermal (Gaussian) distribu-
tion, with the width determined by the Keplerian velocity at the solar
position. In fact none of the details of this assumption turn out to be
correct if one looks at N -body simulations: velocity distributions dif-
fer in the radial and angular directions, vary with galactocentric radius,
and are neither Gaussian nor spherically-symmetric (Hansen et al. 2006;
Fairbairn & Schwetz 2009; Paper II). In any case, the distribution must
be truncated at the local Galactic escape velocity, which also has some
uncertainty attached to it. Local inhomogeneities in the phase space dis-
tribution further complicate matters, due to the presence of streams and
cool clumps. If this were not enough, recent simulations (Read et al. 2009)
also suggest that a fraction of Galactic dark matter might exist in a disk
that co-rotates with the baryonic disk. The presence of such a ‘dark disk’
would substantially boost the bottom end of the velocity distribution, re-
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Figure 4.1. Propagation volumes for direct observations of cosmic rays.
Positrons sample only the local environment, as they lose energy very
efficiently via synchrotron emission, bremsstrahlung and inverse Comp-
ton scattering, and are easily deflected by magnetic fields because they
are so light. Antiprotons suffer a similar fate, but are not as strongly af-
fected because they are much more massive. Gamma rays are neutral and
massless, so point directly back to their production site. From Bergström
(2009).

sulting in greater solar capture rates and spectacularly improved limits
on the nuclear scattering cross-sections (Bruch et al. 2009). Other uncer-
tainties in the velocity distribution tend to impact direct detection more
than solar capture, as the former is sensitive to WIMPs of any energy
above threshold, whereas the Sun only really responds to the low-velocity
part of the distribution.

4.2 Production and propagation of cosmic rays

Cosmic rays (CRs) include protons and heavy nuclei, as well as most
of the interesting species for indirect detection of dark matter: electrons,
positrons, antiprotons, antideuterons and gamma rays. CRs are produced
when particles are accelerated in primary sources such as supernova rem-
nants, interstellar shocks, pulsars and active galactic nuclei (AGN), and
in secondary interactions or decay of other CRs. Secondary production
mechanisms include spallation, radioactive decay of unstable nuclei (in-
cluding by electron capture), pion production and decay in collisions of
primary CRs with diffuse gas, inverse Compton scattering of diffuse radi-
ation, bremsstrahlung and synchrotron emission (Strong et al. 2007).
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The propagation of CRs depends strongly upon the particle in ques-
tion, as illustrated in Fig. 4.1. Gamma-rays are neutral and massless, so
arrive at Earth essentially undeflected and unattenuated. Positrons and
antiprotons are massive and charged, so suffer deflection in magnetic fields
and energy losses from bremsstrahlung, synchrotron and inverse Comp-
ton emission (Moskalenko & Strong 1998; Strong & Moskalenko 1998). At
the energies relevant to dark matter searches, positrons are much more
strongly effected than antiprotons. These energy loss processes all pro-
duce photons, resulting in a diffuse Galactic gamma-ray emission centred
on the GC and Galactic disk (Strong et al. 2000). Similar processes pro-
duce gamma rays in external galaxies, especially those actively engaged
in star formation (Abdo et al. 2010). Unresolved external galaxies and
AGN could be responsible for the near-isotropic diffuse gamma ray emis-
sion observed by Fermi (Abdo et al. 2010) and its predecessors.

Modelling the propagation of CRs essentially requires solving a dif-
fusion equation in the full phase space of the particles (see e.g. Strong
et al. 2007), and adding additional terms for particle convection and de-
cay. The diffusion is sometimes solved for analytically in 1- or 2D (e.g.
Maurin et al. 2001; Putze et al. 2010), or numerically in 2- or 3D (e.g.
Strong & Moskalenko 1998; Strong et al. 2007). The numerical approach
allows the inclusion of much more realistic physics, source distributions
and geometries. At the present time, the analytic approach is the only
one which allows a full statistical estimate of the relevant parameters (e.g.
Putze et al. 2009), and also arguably gives a clearer understanding of the
physics involved. The parameters of the propagation model can be con-
strained by comparing with primary-to-secondary ratios such as boron
to carbon, which are not strongly dependent upon the primary injection
spectrum.

Given a set of propagation parameters, a theoretical source distribu-
tion and injection spectrum, and interstellar gas and magnetic field maps,
one can then derive a predicted phase space distribution of charged CRs.
The local form of the distribution can then be used as a background pre-
diction in e.g. positron or antiproton indirect dark matter searches. To
obtain a similar estimate of gamma-ray backgrounds, the charged CR
distribution is combined with the gas map to predict yields from brems-
strahlung and pion decay, with interstellar radiation maps (and less im-
portantly, the CMB) to predict inverse Compton yields, and with the
magnetic field map to produce synchrotron yields.
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4.3 Standard Model nuisances

In principle, uncertainties in all 19 SM parameters constitute nuisances
for SUSY scans, and could impact dark matter analyses. In practice
though, some parameters dominate over others. The most important
experimental uncertainties in the SM are those attached to the measured
masses of the particles. As the heaviest fermions, the masses of the top
and (to a lesser extent) bottom quarks are the worst constrained of all
the SM particles except the Higgs. Unfortunately, the heaviest particles
also have the greatest impacts upon SUSY phenomenology. The masses
of the Z and W bosons are not substantial nuisances, as they are known
very accurately (Amsler et al. 2008).

The strengths of the gauge coupling constants also have a substantial
effect, and can be difficult to constrain accurately because they run with
renormalisation group evolution. Only the strong and electromagnetic
couplings are significant nuisances, as the weak coupling is known as a
function of the electromagnetic coupling and the masses of the W and Z
bosons. See e.g. Allanach & Lester (2006), Ruiz de Austri et al. (2006) or
Trotta et al. (2008) for the importance of considering gauge couplings and
third generation quark masses as nuisance parameters in SUSY scans.
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Chapter 5

Summary of results

Paper I, Paper II and Paper VI deal with the theory and detection of
dark stars, at the GC and in the first dark matter halos.

In Paper I, we perform a first numerical investigation of the possible
effects of WIMP dark matter upon main sequence stars. We modify a
simple static stellar structure code to show that stable stars supported
by the annihilation of dark matter in their cores have surface temper-
atures and luminosities that make them resemble protostars (Fig. 5.1).
The stable solutions we find to the four coupled differential equations of
stellar structure (see e.g. Kippenhahn & Weigert 1991; Carrol & Ostlie
1996; Stix 2002, or any other standard stellar astrophysics text) track the
protostellar cooling trajectory known as the Hayashi track. The more
dark matter is added to the stars, the further their positions are shifted
in the Hertzsprung-Russell (HR) diagram, back up the Hayashi track and
away from the standard hydrogen-burning solutions of the zero-age main
sequence (ZAMS).

We find that the static code is unable to arrive at stable structures
across the whole Hayashi track, as it fails to find solutions in the regime
where neither fusion nor WIMP annihilation dominates the stellar energy
budget. This can be seen as a series of gaps in the evolutionary tracks
of Fig. 5.1. We investigate these regions further with a full ‘dark’ stellar
evolution code DarkStars (Proceeding XI), and show that the absence
of solutions in the intermediate regime is simply due to the numerical
limitations of the static code.

We go on to investigate the structure and evolution of main sequence
dark stars in detail in Paper II, using DarkStars. We carefully describe the
input physics for the DarkStars code, and proceed to catalogue the changes
in evolutionary paths, core temperatures, core densities and convection
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Figure 5.1. HR-diagram showing steady-state solutions for main-
sequence stars powered by differing amounts of dark matter annihila-
tion. The solid black line indicates the zero-age main sequence (ZAMS),
where standard hydrogen-burning stars reside. Coloured tracks indicate
solutions for different stellar masses. Stars situated further along the
respective tracks (i.e. further from the ZAMS) have been provided with
more dark matter. The tracks strongly resemble the Hayashi track, along
which protostars cool as they condense to form main sequence stars. From
Paper I.

zones that result from different rates of energy injection by WIMPs, as
a function of the stellar mass. We show that low-mass stars are gener-
ally much more strongly affected than high-mass ones, and that WIMP
annihilation in stellar cores can significantly extend stars’ main sequence
lifetimes.

We investigate what injection rates could be realised in stars orbiting
close to the supermassive black hole at the GC, paying attention to stellar
orbits, dark matter density profiles and velocity distributions. We derive
new expressions for the capture rate from a truncated Maxwellian distri-
bution of velocities, and outline an approximate fit to the distribution of
velocities seen in the Via Lactea (Diemand et al. 2007) simulation. We
find that low-mass stars on highly elliptical orbits near the GC could ex-
hibit significant signs of WIMP capture and annihilation (Fig. 5.2). The
orbits required are very similar to the orbits on which more massive stars
have already been observed at the GC. The weakest point in this con-
clusion is the requirement of an adiabatically-contracted NFW density
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Figure 5.2. WIMP-to-nuclear luminosity ratios achieved by stars on
orbits with 10-year periods around the Galactic centre. Dark matter
annihilation can produce up to 100 times as much power as nuclear fusion
in stars on realistic orbits in our own Galaxy. If the Galactic halo has
been adiabatically contracted (AC+spike), annihilation can equal nuclear
fusion in stars on orbits with eccentricities greater than e = 0.9, for masses
less than about 1.5 M�. If not (NFW+spike), stars of a solar mass or
less require e & 0.99 to approach break-even between annihilation and
fusion. The arrow indicates that the 1 M�, AC+spike curve is expected
to continue in this direction, but converging stellar models becomes rather
difficult for such high WIMP luminosities. From Paper II.

profile for the most marked effects of WIMP annihilation to be realised.

We show in Paper I, and then even more clearly in Paper II, that dark
stars resemble protostars because the annihilation of WIMP dark matter
in their cores causes them to cool and expand. This result is in quali-
tative agreement with earlier analytical estimates (Salati & Silk 1989),
though our more accurate numerical calculations show that the stars oc-
cupy slightly different positions in the HR diagram than simple polytropic
models would suggest. We conclude that the reason for this behaviour is
the negative specific heat of a self-gravitating system; when extra energy
is injected by WIMP annihilation, the self-gravitating body cools and ex-
pands. Cooling and expansion of a stellar core reduces the rate of nuclear
fusion. Reduced fusion rates mean that stars’ core hydrogen lasts longer,
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leading to the observed increase in (quasi-)main sequence lifetimes.

The resemblance of the ‘WIMP-burning’ tracks to the Hayashi track
can be understood in terms of two aspects of the physics of WIMP an-
nihilation in stellar cores. Our appreciation of these two aspects was not
as well developed at the time of writing of either Paper I or Paper II
as it has since become, so the following discussion is largely absent from
those manuscripts. The first aspect is simply that the energy injected by
WIMPs plays a similar role to the gravitational energy released during
the contraction of a protostar, as they are both responsible for exactly
the same type of term in the stellar luminosity equation (one of the four
equations mentioned above).

The second and most crucial aspect is that the rate of energy produc-
tion due to dark matter annihilation is not coupled to the gas pressure or
temperature in any substantial way; the WIMP distribution, and hence
annihilation rate, depend only very weakly upon the stellar structure.
Whereas the fusion rate depends in an essential way on the gas equation
of state in the stellar core, the dark matter annihilation rate essentially
depends only on the WIMP density, which is mostly decoupled from ev-
erything else. Greater energy input from fusion would cause the core to
cool and expand in a similar manner to what is seen to occur due to
dark matter annihilation. In this case however, the expansion would have
the stabilising effect of reducing the fusion yield, and causing the core
to recontract. On the other hand, structural changes caused by energy
injection from WIMP annihilations have almost no effect upon the net
rate of annihilation, so there is no stabilising feedback. This is very much
akin to the energy released in gravitational contraction; the amount of
energy released depends only upon the changing gravitational potential,
not directly upon the thermodynamic gas properties. This is also the
main reason we see the gaps in tracks in Paper I and Fig. 5.1, and see in
Paper II that although we can find viable solutions in these regions, such
stars are only barely stable.

We turn to dark stars in the early Universe in Paper VI, investigat-
ing their observability with the upcoming James Webb Space Telescope
(JWST). We compute model stellar atmospheres and synthetic spectra
for the dark stars of Spolyar et al. (2009), and feed them through the
JWST filters to ascertain their detectability as single objects. We find
that single dark stars in the early Universe will not be detectable by
JWST except when viewed through a substantial gravitational lens, and
even then only for certain values of their lifetimes and masses. The ex-
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Figure 5.3. Left (a): predicted apparent AB magnitudes of dark stars
at z = 6, as a function the central wavelength observed in JWST broad-
band filters. Each line corresponds to a different dark star model, where
models differ in their lifetimes and masses. Models differing in stellar
mass also necessarily have different intrinsic luminosities, surface tem-
peratures and surface gravities. Colours refer to surface temperatures
Teff ≤ 8000 K (red), 8000 K < Teff ≤ 30 000 K (green) and Teff > 30 000 K
(blue). Dashed lines refer to 5σ and 10σ JWST detection limits after
3.6×105 s (100 hr) and 104 s of exposure, respectively. The arrow indicates
the degree to which curves would be shifted upwards if dark stars were
observed though the lensing cluster MACS J0717.5+3745. In this case,
the coolest dark stars would become individually detectable with JWST.
Right (b): Colour-colour diagram for dark stars and possible interloper
populations, based on apparent magnitude differences in different JWST
filters. The very red spectra of dark stars mean that if they are bright
enough to be seen at all, dark stars would occupy a rather unique corner
of the colour-colour plot, and therefore be relatively easy to distinguish
from other objects. Both figures from Paper VI.

pected fluxes from different dark stars are shown in comparison to JWST
detection thresholds in Fig. 5.3a. The scale arrow in this figure indicates
the amount by which the fluxes would be boosted if viewed through the
lensing cluster MACS J0717.5+3745, which provides a magnification of
µ = 160. Their very red (i.e. cool) spectra mean that if they are visible
at all, high-redshift dark stars will occupy a rather unique position in the
colour-colour diagram of Fig. 5.3b, so should be clearly distinguishable
from interloper objects.

We also show that if early dark stars live long enough, their longevity
will combine with their redder spectra to produce a rather peculiar feature
in the integrated spectra of high-redshift galaxies. The flux contributed
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by the dark stars will tend to amass in redshift space, producing charac-
teristic red bumps in the spectra and significantly redder overall galaxy
colours. If at least 1% of stars in early-type galaxies are indeed dark stars,
this feature should be detectable in galaxy spectra.

Paper III and Paper IV discuss novel aspects of indirect detection of
WIMP dark matter using gamma rays, whilst Paper IV and Paper V both
deal with statistical scanning of SUSY parameter spaces.

In Paper III, we investigate the prospects for indirect detection from
a new class of dark matter substructure, proposed by Ricotti & Gould
(2009). These ultracompact primordial minihalos would be formed by
gravitational collapse of large-amplitude, small-scale density fluctuations
in the early Universe. Such perturbations might have been induced by
phase transitions such as the QCD confinement transition, or specific late-
time features in the inflaton potential.1 The resultant minihalos could
consist of PBHs which have later accreted dark matter, or be made almost
entirely of dark matter. The first case requires δ & 30% for the initial PBH
formation (cf. Sect. 2.1), whereas the second only needs 10−3 . δ . 30%,
making the formation of PBH-free minihalos considerably more likely.

We compute the gamma-ray fluxes expected from ultracompact mini-
halos without a central PBH, formed in phase transitions in the early
Universe. We compare the detection prospects for the Fermi -LAT and ex-
isting ACTs, showing that they provide largely complementary detection
capabilities across a range of WIMP masses. We show that single mini-
halos from the electron-positron annihilation epoch would be eminently
observable today with existing instruments (Fig. 5.4), and in some cases
should even have been seen by Fermi ’s immediate predecessor, EGRET
(the Energetic Gamma Ray Experiment Telescope). We find that miniha-
los from the QCD confinement phase transition, arguably the best candi-
date transition for producing sufficient density perturbations to form the
minihalos, should also be detectable today if any exist within O(1 pc) of
Earth. If their population is large enough, it is quite likely that at least one
such minihalo would be close enough to detect with existing instruments.
We provide an expression for the cosmological density of ultracompact
minihalos, which exhibits a strong dependence upon the spectral index n
of the density perturbations responsible for their formation.

1In the submitted version of Paper III (arXiv:0908.4082v1), we referred to these
objects as ‘PLUMs’ (Primordially-Laid Ultracompact Minihalos) so as to distinguish
them from minihalos produced by the standard spectrum of inflationary perturbations.
Although that acronym did not ultimately survive to publication, we are pleased to see
that it has resurfaced in the literature anyway (Lacki & Beacom 2010).

http://arxiv.org/abs/0908.4082v1
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Figure 5.4. Integrated fluxes above 100 MeV for primordial ultracom-
pact minihalos at a distance of d = 4 kpc, consisting of WIMPs anni-
hilating into either bb̄ or µ+µ− pairs. Curves are shown for different
phase transitions giving rise to minihalos, and various degrees of adi-
abatic contraction. Adiabatically-contracted minihalos are assumed to
have a fraction F of their mass collapsed into a constant-density baryonic
core of radius 10−3Rh. Also shown are approximate 5σ, power-law, high-
latitude, point-source sensitivities for 2 weeks of pointed EGRET and
one year of all-sky Fermi-LAT observations. Solid limits indicate instru-
ments’ nominal energy ranges. Virtually all types of minihalos produced
in the e+e− annihilation epoch would be detectable by Fermi after 1 year.
Minihalos produced in the QCD confinement phase transition would also
be detectable if one or more were a little closer than the nominal d = 4 kpc
used here. From Paper III.
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Figure 5.5. CMSSM annihilation cross-sections consistent with all ex-
perimental constraints, with and without additional constraints from
Fermi-LAT observations of the dwarf galaxy Segue 1. Scans assume that
dark matter consists predominantly of neutralinos. Plots show regions
favoured by existing constraints only (left), and with the addition of 9
months of Fermi observations towards Segue 1 (middle). Also shown
is the expected impact upon the favoured masses and cross sections if
no signal is observed from Segue 1 after 5 years (right). Upper subfig-
ures give profile likelihoods (yellow and red indicate 68% and 95% confi-
dence regions respectively), whereas lower subfigures provide marginalised
Bayesian posteriors (with 68% and 95% credible regions given by solid
blue contours). Solid dots give posterior means, and crosses indicate
best-fit points. The bulk of models disfavoured by observations of Segue
1 are already strongly disfavoured by other constraints, such as the relic
density. After 5 years of non-detection, some small inroads will be made
into interesting parts of the parameter space at very low masses and high
cross-sections. From Paper IV.

In Paper IV, we consider the constraints placed upon the CMSSM by
Fermi observations of the dwarf galaxy Segue 1. We perform full global
SUSY fits, and combine them with likelihoods from Fermi data to ascer-
tain which parts of the CMSSM parameter space are most favoured by
all current data, and to what degree. Specifically, we include constraints
from the relic density, electroweak precision observables, the anomalous
magnetic moment of the muon, rare processes in B-physics and accel-
erator bounds on sparticle and Higgs masses. We perform full spectral
and spatial fits to the Fermi data, including a full convolution with the
instrumental energy dispersion and point spread function for all 5.5×104
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Figure 5.6. Best-fit scalar (m0) and gaugino (M 1
2
) mass parameters

found by genetic algorithms (left) and nested sampling (right) in the
CMSSM. Blue and green shading indicate isolikelihood contours corre-
sponding to 1– and 2σ confidence regions in the nested sampling scan.
Circular, square and triangular markers indicate the best fit in the ge-
netic scan, the best-fit co-annihilation point in the genetic scan, and the
best fit in the nested-sampling scan, respectively. The genetic algorithm
finds more very good fits, but nested sampling maps the regions where
moderately good fits can be found more completely. From Paper V.

CMSSM models we compute.
We show that the lack of any gamma-ray signal from Segue 1 dis-

favours some CMSSM models with very large annihilation cross-sections
and low neutralino masses. These models all possess cross-sections where
the neutralino would not be the dominant component of dark matter, so
are already disfavoured by the relic density constraint (Fig. 5.5). We also
give a topical discussion of the relative merits of the use of the profile
likelihood and the Bayesian posterior in SUSY scans. We give examples
of the additional physical insight that can be gained by considering both
analysis techniques for any given parameter scan, rather than arguing the
(rather futile) case that one is somehow more ‘correct’ than the other.
Despite the weakness of the constraint drawn on the CMSSM parameter
space, this paper makes a significant and concrete contribution to the
literature, as it presents the first inclusion of constraints from indirect
detection in full statistical SUSY scans. It was also the first dark matter
paper to use Fermi gamma-ray data, from either within or outside the
LAT collaboration.

Paper V explores the scanning algorithms used in statistical analy-
ses of SUSY parameter spaces. In particular, we test whether genetic
algorithms might perform more effective scans in the context of the pro-
file likelihood than Bayesian techniques, such as nested sampling and
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MCMCs. We implement the genetic algorithm code PIKAIA (Charbon-
neau 1995) in the SUSY-scanning code SuperBayeS (Trotta et al. 2008),
using the same experimental data as in Paper IV except for observations
of Segue 1.

Our results are somewhat surprising: we find a substantial improve-
ment in the likelihood of the best-fit point when using genetic algo-
rithms instead of nested sampling to map the CMSSM likelihood surface
(Fig. 5.6). We also uncover a section of the stau co-annihilation region
of the CMSSM at large m0, consistent with all constraints. This sub-
region appears to have been entirely missed in previous scans. Contrary
to findings by other authors, often based on Bayesian MCMC methods,
our best-fit point occurs in the focus-point region, rather than the stau co-
annihilation region. This particular discrepancy likely has more to do with
differences in physics codes than the scanning algorithm itself. Nonethe-
less, our direct comparison with nested sampling in SuperBayeS indicates
that all groups using Bayesian techniques to perform SUSY scans in the
context of the profile likelihood should have significant concerns about
whether the convergence of their scans is sufficient for a non-Bayesian
analysis.

5.1 Outlook

This thesis presents a number of novel approaches and techniques for
discovering or constraining the nature of dark matter. Its results also
provide some initial applications of those techniques to constraining dark
matter models, especially SUSY in the form of the CMSSM.

A myriad of extensions to the studies described here could be imag-
ined, from hybrid scanning algorithms, additional observables and nui-
sances in SUSY scans, to post-main sequence evolution of dark stars and
more detailed modelling of the halos in which they reside. The scan-
ning techniques of Paper IV and Paper V, along with the improved solar
abundances of Paper VII, Paper VIII and Paper IX, should help sharpen
our understanding of the limits on nuclear scattering cross sections pro-
vided by neutrino telescopes. Together with an analysis of unidentified
point sources in Fermi data, the cosmological density of ultracompact
minihalos and flux predictions derived in Paper III would also be useful
for constraining the spectrum of perturbations produced in various phase
transitions in the early Universe.
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Together, Paper I, Paper II and Paper VI indicate that the prospects
for detecting dark stars or using them to constrain nuclear scattering
cross-sections are not fantastic, although results are promising enough not
to write off the possibility. Dark stars in the early universe are probably
more likely to exist and show effects of WIMP annihilation, but those in
our own Galaxy might be easier to detect and investigate in detail. Based
on the results of Paper IV and other careful analyses of Fermi data (Abdo
et al. 2010b,c,d), it would seem that indirect detection is also unlikely to
provide a reliable discovery or exclusion of standard WIMP dark matter
in the near future. This statement would not apply if we happen to be
very lucky with respect to the identity or early history of dark matter; if it
were of a Sommerfeld-enhanced or non-thermal variety, or the QCD phase
transition in the early Universe substantially increased the substructure
boost factor through the creation of ultracompact minihalos, the picture
for indirect would be rather more optimistic.

Notwithstanding these rather fine-tuned scenarios, it would seem that
the best hope for dark matter detection in the next few years is probably
at the LHC, and in direct detection experiments. In this case, analyses
like those of Paper IV and Paper V will become especially important
as we try to extract information about dark matter from LHC data, and
cross-correlate it with dedicated dark matter probes. A credible discovery
of dark matter is unlikely to to be achieved through a single detection
channel, much less a convincing identification in terms of the underlying
quantum field theory.
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Blennow, M., Edsjö, J. & Ohlsson, T.
2008, JCAP, 1, 21, arXiv:0709.3898
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E. J., Bewick, A., Cashmore, R., Che-
pel, V., Currie, A. & Davidge, D. et
al. 2009, Phys. Rev. D, 80, 052010,
arXiv:0812.1150

Lee, D. & Mohapatra, R. N. 1995,
Phys. Rev. D, 51, 1353, arXiv:hep-
ph/9406328

Lim, G. et al. 2009, in Proceedings of the
31st International Cosmic Ray Confer-
ence, Lodz, Poland, arXiv:0905.2316

Linden, T. & Profumo, S. 2010,
arXiv:1003.0002

Liu, J., Yin, P. & Zhu, S. 2009, Phys. Rev.
D, 79, 063522, arXiv:0812.0964

Loewenstein, M. & Kusenko, A. 2009,
arXiv:0912.0552

Lombardi, S., Aleksic, J., Barrio, J. A.,
Biland, A., Doro, M., Elsaesser, D.,
Gaug, M. & Mannheim, K. et al. 2009,
in Proceedings of the 31st International
Cosmic Ray Conference, Lodz, Poland,
arXiv:0907.0738
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Schwetz, T., Tórtola, M. & Valle, J. W. F.
2008, New J. Phys., 10, 113011,
arXiv:0808.2016

Scott, P., Asplund, M., Grevesse, N. &
Sauval, A. J. 2009a, ApJ, 691, L119,
arXiv:0811.0815, (Paper VIII)
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Yüksel, H., Kistler, M. D. & Stanev, T.
2009, Phys. Rev. Lett., 103, 051101,
arXiv:0810.2784

Zwicky, F. 1933, Helvetica Physica Acta,
6, 110

http://arxiv.org/abs/arXiv:hep-ph/9707333
http://arxiv.org/abs/arXiv:astro-ph/0507092
http://arxiv.org/abs/0903.4377
http://arxiv.org/abs/arXiv:0912.3828
http://arxiv.org/abs/arXiv:hep-ph/0605065
http://arxiv.org/abs/arXiv:hep-ph/0605065
http://arxiv.org/abs/0903.2986
http://arxiv.org/abs/arXiv:0905.2044
http://arxiv.org/abs/0707.0196
http://arxiv.org/abs/0810.2784


84



Part II

Papers

85



86



Paper I

Malcolm Fairbairn, Pat Scott & Joakim Edsjö
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We modify a stellar structure code to estimate the effect upon the main sequence of the accretion of

weakly-interacting dark matter onto stars and its subsequent annihilation. The effect upon the stars

depends upon whether the energy generation rate from dark matter annihilation is large enough to shut off

the nuclear burning in the star. Main sequence weakly-interacting massive particles (WIMP) burners look

much like proto-stars moving on the Hayashi track, although they are in principle completely stable. We

make some brief comments about where such stars could be found, how they might be observed and more

detailed simulations which are currently in progress. Finally we comment on whether or not it is possible

to link the paradoxically hot, young stars found at the galactic center with WIMP burners.

DOI: 10.1103/PhysRevD.77.047301 PACS numbers: 95.35.+d

There is growing evidence that for each gram of bar-

yonic matter in the universe, there are around five grams of

dark matter which does not couple to the electromagnetic

force [1]. One of the more convincing candidates for this

dark matter are weakly-interacting massive particles

(WIMPs). Because WIMPs have masses and couplings

close to the weak scale, they naturally give rise to a relic

abundance of dark matter close to that observed after

freeze out in the early universe.

Because WIMPs couple weakly to standard model par-

ticles, there is a small but nonzero WIMP-nucleon cross

section. The tightest constraints for the spin-independent

cross section come from the XENON experiment [2]. The

WIMP-nucleon interaction means that some WIMPs are

gravitationally captured by stars, a process which has been

well studied [3,4]. Usually the focus of such investigations

is the possibility of dark matter annihilating into high

energy neutrinos, which then escape the star to be poten-

tially detected by neutrino experiments like IceCube. If the

accretion of dark matter were large enough however, one

might expect that the stars themselves could change.

The first way WIMPs can affect a star is by annihilating

into standard model particles in its core, providing another

energy source in addition to standard nuclear burning. We

refer to stars where the energy produced by WIMP anni-

hilations is greater than or comparable to that from nuclear

burning as ‘‘WIMP burners.’’ Recent work has focused

upon white dwarfs and neutron stars [5,6]. Here we instead

focus on main sequence WIMP burners. Previous work in

this direction was carried out by Salati and Silk [7] some

years ago, in the context of cosmion dark matter. These

authors used an n ! 3 polytropic approximation to esti-

mate the influence of WIMP annihilation on the main

sequence. We instead employ full numerical solutions to

the hydrostatic equations of stellar structure and present

results from a simple code, as well as supporting prelimi-

nary results from a more advanced code. We also update

the discussion in the context of ‘‘modern WIMPs’’ rather

than cosmions, as the nuclear scattering cross-sections and

the WIMP mass are more constrained than in the past.

The second way WIMPs can influence stellar structure is

by providing an additional mechanism of heat transport in

the core. This could reduce the local temperature gradient

[8], potentially inhibiting convection and enhancing the

pulsation of horizontal branch stars [9,10]. At least for

the Sun however, the values currently favored for the

WIMP self-annihilation cross section [1] and the upper

limit on the WIMP-nucleon cross section [2] indicate that

this effect is not significant [11]. In this work, we neglect

heat transport by WIMPs, but will in a later work include

this effect in more detailed, time-dependent simulations

[12]. For the current work, we have checked that this

omission does not affect our results significantly.

Experiments give relatively weak constraints on the

spin-dependent WIMP-nucleon cross section, so it may

contribute far more to WIMP capture than the spin-

independent one. For simplicity, we assume that the spin-

dependent cross section dominates and is !SD !
10"38 cm2. For a Sun-like star with mass 1M#, a circular

velocity of 220 km s"1, a WIMP velocity dispersion of

!v ! 270 km s"1 and a WIMP mass of 100 GeV, the cap-

ture rate (as calculated with the full capture expressions [4]

in DarkSUSY [13]) is then

 "0 ! 2:90$ 1024 s"1: (1)

We assume a hydrogen mass fraction of 75%, uniformly

distributed in the star. This is not a good approximation for

*malc@cern.ch
†pat@physto.se
‡edsjo@physto.se
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the Sun, but reasonable for newly born stars. The capture

rate on an arbitrary star is then approximately
 

"c !

!
M%

M#

"!
vesc

618 km s"1

"
2
!
270 km s"1

!v

"!
"w

0:3 GeV cm"3

"

$

!
100 GeV

mw

"!
h#i

h#i#

"
"0; (2)

where M% is the star’s mass and vesc its surface escape

velocity, "w is the ambient WIMP density and mw is the

WIMP mass. h#i !h v2
esc&r'=v

2
esci is the average potential

at the height of the scattering nuclei (hydrogen in this case,

for which h#i# ! 3:16). For simplicity, we assume

h#i=h#i# ! 1. Even if this approximation is not perfect,

Eq. (2) is only necessary for converting between the am-

bient WIMP density "w and the capture rate "c, so it is easy

to rescale if the reader wishes. We also assume !v !
270 km s"1, though for stars in very different environments

to our own this must be adjusted. Throughout this paper,

we use a WIMP mass of 100 GeV although to a first

approximation the energy accreted by a star immersed in

some fixed density of dark matter is only a function of the

cross section, not the mass of the WIMP.

Once dark matter is captured by the star, it will form an

approximately thermal (Gaussian) internal distribution, of

characteristic radius [9,11,14]

 rw !

#
3kTc

2$G"cmw

$
1=2

; (3)

where "c and Tc are the central density and temperature.

Having been concentrated in the center of the star, the dark

matter annihilates with itself, so the equation for the evo-

lution of the number of WIMPs in the star over time is

 

dN

dt
! "c " 2"a: (4)

When "c ! 2"a, the capture and annihilation rates are in

equilibrium and any dark matter which accretes onto the

star is instantly converted into additional luminosity. Here

we assume that all of the annihilation products interact

either electromagnetically or strongly, so that they have

short mean free paths in the star and the energy thermalizes

quickly. In reality, some fraction of the energy will be lost

to neutrinos, but this is a small effect (typically on the order

of 10% or less). The time scale for the steady state to be

reached will be much less than the typical evolutionary

time scale of a main sequence star, so we assume that this

equilibrium has been achieved.

We studied the effect of this energy input upon stars by

altering the FORTRAN code ZAMS [15], which looks for

stable stellar solutions assuming a constant chemical com-

position and a simple equation of state. The code was

modified by adding the energy generation due to WIMP

annihilation to the nuclear energy generation rate.

Self-gravitating systems have negative specific heat, so

as dark matter injects energy into the core of the star, the

temperature goes down. Since the nuclear reaction rates

depend exponentially on temperature, they are signifi-

cantly reduced for even a small drop in temperature. As

the ambient density of dark matter is increased and the

capture rate goes up, the injection of energy due to WIMP

annihilations eventually reduces the temperature enough to

shut off nuclear burning. WIMP annihilation is then the

primary source of the star’s luminosity.

Since WIMP annihilation occurs in a more centralized

region than nuclear burning, the temperature gradient is

much steeper in the core of the star than it would otherwise

be, and the core becomes convective. Outside the core, less

energy is generated per unit volume than if nuclear burning

were proceeding normally, so the temperature gradient is

less. The actual temperature is lower than in a normal star,

but for small dark matter accretion rates it remains high

enough to prevent any major increase in opacity, ensuring

that energy transport in the region above the core remains

radiative. The energy from the core is easily transmitted

through this radiative zone to the surface layers of the star.

The overall radius of the star remains approximately con-

stant while the temperature decreases, so the luminosity

also decreases.

As the WIMP accretion rate is raised, the star continues

to cool until H" ions are able to survive at increasingly

large depths below the surface. If the star did not already

have an appreciable surface convection zone, one devel-

ops. At high enough WIMP capture rates, the surface

convection zone merges with the inner zone and the star

becomes completely convective. The addition of more

WIMPs and hence central luminosity beyond this point

requires the star to grow in order to transport the additional

energy to the surface. The two distinct stages of this

‘‘evolution‘‘ can clearly be seen in Fig. 1. This figure

shows a black solid line corresponding to the zero age

main sequence, along with ‘‘evolutionary tracks’’ plotted

as the ambient density of WIMPs is increased. These tracks

are strongly reminiscent of the Hayashi tracks which proto-

stars travel along on the final stages of their evolution

towards the main sequence. The difference is that such

stars are shrinking in size on the Kelvin-Helmholtz time

scale as they radiate away gravitational potential energy. In

WIMP burners, there is constant energy generation in the

core (provided the WIMP capture rate remains constant)

and the stars can in principle remain at that position in the

HR diagram for an arbitrarily long time.

The analysis of Salati and Silk [7] led to qualitatively

similar conclusions about the backing up of the main

sequence along the Hayashi track with increasing WIMP

density. The shapes of the tracks are different in our more

detailed analysis, and thus the actual positions of the

resulting WIMP burners in the HR diagram differ. The

effects require higher ambient WIMP densities also, as

we have considered modern WIMPs rather than cosmions

(i.e. with lower nuclear scattering cross-sections).

BRIEF REPORTS PHYSICAL REVIEW D 77, 047301 (2008)

047301-2



In Fig. 1, tracks for stars of mass 0:8M# are not com-

plete, and show increasingly large gaps for larger masses.

Using the modified ZAMS code, we could not find solutions

corresponding to all temperatures between the main
sequence stars and the cooler Hayashi-like WIMP burners.

In Fig. 2 we plot temperature as a function of ambient

WIMP density. The discontinuity occurs where the tem-

perature of the star drops rapidly, shortly before the star

becomes fully convective.

It was not initially clear whether this lack of solutions

was a real effect or an artefact of the code. We have put

some effort into understanding whether some of the physi-

cal simplifications in the code (e.g. surface boundary con-

ditions, a simplified equation of state and thus too rigid a

criterion for the onset of surface convection, or the treat-

ment of convective heat transport itself ) are responsible for

the lack of solutions. We could find no evidence to support

this idea. Nonetheless, the gaps do not appear to have a

physical basis. They seem to be a numerical artefact arising

from the ‘‘shooting’’ technique used by the ZAMS code to

solve the boundary-value problem of stellar structure. In

the region of the gaps, small changes in the stellar radius

cause large changes in the internal temperature. The sur-

face defined by the discrepancy between the inwardly and

outwardly integrated partial solutions employed in this

technique then becomes a highly nontrivial function of

the model parameters. Finding the global minimum of

this function is then nearly impossible without an initial

guess extremely close to the true solution, and the algo-

rithm fails to converge.

To check that solutions do exist in this region, we

investigated the gaps using a preliminary version of our

next-generation WIMP burner code DarkStars. This code

has been created from generalized versions of capture

routines in DarkSUSY [13] which use the full capture

rate expressions in [4], and the stellar evolution package

EZ [16] derived from Eggleton’s STARS code [17]. The

code is time-dependent, uses relaxation rather than shoot-

ing and includes WIMP energy transport, more detailed

treatments of the WIMP distribution, capture rates, equa-

tion of state, nuclear reaction rates and opacities. DarkStars

and results obtained with it will be described in full in an

upcoming publication [12]. The results of the more de-

tailed code (Fig. 3), while consistent with the ZAMS code

close to the main sequence and in the fully convective

regions on the right-hand side of the HR diagram, show

that intermediate solutions do exist and that the gaps are

FIG. 2 (color online). The temperature of main sequence stars

of mass 1M# (upper curve) and 0:7M# as a function of WIMP

density. A spin-dependent WIMP-nucleon cross section of ! !
10"38 cm2 is assumed.

FIG. 3 (color online). Diagram for M% ! 2M# showing that

solutions can be found corresponding to all temperatures when

the more sophisticated DarkStars code is used.

FIG. 1 (color online). The zero age main sequence of WIMP

burners. The black solid line is the normal zero age main

sequence for stars with solar metallicity. The points moving

off the main sequence correspond to solutions where stars

contain increasing amounts of dark matter in their cores. The

gaps in the lines are addressed in the text.
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not physical. This cross-check also shows that we can trust

the solutions of the ZAMS code, but should not take the

actual gaps in the curves seriously.

Figure 2 shows that for a spin-dependent WIMP-nucleon

cross section of ! ! 10"38 cm2, stars only start to change

their behavior when immersed in a dark matter density of

around 108 or 109 GeV cm"3. This is much larger than the

0:3 GeV cm"3 which is thought to be the approximate

density of dark matter in the solar system. Most modern

simulations of galactic dark matter halos do suggest that

the density of dark matter should be much higher in the

center of the galaxy. This density should be made more

pronounced by the phenomena of adiabatic contraction and

dark matter spikes created around black holes, though

tempered by self-annihilation of dark matter and gravita-

tional heating due to the motion of stars. It is suggested

[18] that densities larger than 108 GeVcm"3 can be found

at radii closer than 10"2 pc from the galactic center.

Observational challenges associated with constructing an

HR diagram from stars in this crowded field are severe

though, as the very center of the galaxy is shrouded in dust.

Finally, we comment upon the ‘‘paradox of youth’’

implied by what appear to be hot, young stars close to

the central black holes of M31 and our own galaxy [19,20].

In our galaxy, these stars look like (15M# main sequence

stars with luminosities of the order 1000L#. Such a mas-

sive main sequence star should only be around 10 Myr old,

so these objects would appear to have formed very re-

cently. However, tidal forces close to the central black

hole are thought to be too large to be compatible with the

collapse of a gas cloud to begin star formation. It is not

easy to make normal UBV measurements of stellar tem-

peratures at the galactic center due to extinction, but spec-

tral lines found in the atmosphere of such stars appear to be

consistent with a temperature of 30 000 K [19]. If this is the

case, then it would be difficult to imagine that these are

normal stars which have been converted into fully con-

vective and highly luminous WIMP burners from the ac-

cretion of dark matter, as such stars would have a

temperature of only a few thousand degrees.

A possible explanation for the ‘‘paradox of youth’’ is a

combination of collisional stripping of red giant envelopes

and merger events [20], owing to the high stellar densities

near the centers of the two galaxies. If this is the case, then

the anomalously hot stars in fact derive from an older

population. Such a population should therefore also con-

tain less luminous, unperturbed stars, including lower mass

stars still on the main sequence. Provided that this expla-

nation is correct, and if main sequence WIMP burners exist

at all, then such lower mass stars should be examples of

them. With upcoming observations of the galactic center

expected to probe objects as faint as 1L#, a very real

possibility exists for the detection of WIMP burners in

the near future.
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ABSTRACT

In regions of very high dark matter density such as the Galactic centre, the capture and
annihilation of WIMP dark matter by stars has the potential to significantly alter their evolu-
tion. We describe the dark stellar evolution code DarkStars, and present a series of detailed
grids of WIMP-influenced stellar models for main sequence stars. We describe the changes in
stellar structure and main sequence evolution which occur as a function of the rate of energy
injection by WIMPs, for masses of 0.3–2.0 M� and metallicities Z = 0.0003–0.02. We show
what rates of energy injection can be obtained using realistic orbital parameters for stars at the
Galactic centre, including detailed consideration of the velocity and density profiles of dark
matter. Capture and annihilation rates are strongly boosted when stars follow elliptical rather
than circular orbits. If there is a spike of dark matter induced by the supermassive black hole
at the Galactic centre, single solar-mass stars following orbits with periods as long as 50 years
and eccentricities as low as 0.9 could be significantly affected. Binary systems with similar
periods about the Galactic centre could be affected on even less eccentric orbits. The most
striking observational effect of this scenario would be the existence of a binary consisting of a
low-mass protostar and a higher-mass evolved star. The observation of low-mass stars and/or
binaries on such orbits would either provide a detection of WIMP dark matter, or place strin-
gent limits on the combination of the WIMP mass, spin-dependent nuclear-scattering cross-
section, halo density and velocity distribution near the Galactic centre. In some cases, the
derived limits on the WIMP mass and spin-dependent nuclear-scattering cross-section would
be of comparable sensitivity to current direct-detection experiments.

Key words: dark matter, stars: evolution, stars: fundamental parameters, stars: interiors,
Galaxy: centre, elementary particles

1 INTRODUCTION

Observations continue to support the existence of non-baryonic
dark matter (DM; Bergström 2000; Bertone et al. 2005; Clowe
et al. 2006; Komatsu et al. 2009) with a cosmological abundance
around five times that of baryonic matter but of unknown composi-
tion. Weakly-interacting massive particles (WIMPs) are a popular
and convenient class of dark matter candidates because their weak-
scale masses and couplings naturally give rise to an appropriate
thermal relic abundance in the early universe.

Typical WIMPs, such as the lightest neutralino in supersym-
metry (Jungman et al. 1996), posses non-zero nuclear-scattering
and self-annihilation cross-sections. The nuclear-scattering cross-
section makes it possible for WIMPs to collide elastically with nu-
clei in massive bodies such as stars, obtain velocities less than the
local escape velocity and become gravitationally bound (Press &

? E-mail: pat@physto.se, malc@cern.ch, edsjo@physto.se

Spergel 1985; Griest & Seckel 1987; Gould 1987a,b). This popula-
tion of WIMPs will continue to scatter off nuclei in the star, sinking
down to the core and eventually annihilating with other captured
WIMPs.

If enough WIMPs are captured, the structure of the host body
may be altered by the energy produced in WIMP annihilations,
or by energy transport caused by the WIMP-nucleus scattering
events themselves. This was first realised over 30 years ago in
the context of heavy neutrinos (Steigman et al. 1978). The po-
tential for transport effects to modify the structure of stellar cores
was initially developed by Spergel & Press (1985) and Faulkner &
Gilliland (1985). Implications of annihilation for stellar evolution
were first explored by Salati & Silk (1989) and Bouquet & Salati
(1989b). A series of subsequent studies (Gilliland et al. 1986; Ren-
zini 1987; Spergel & Faulkner 1988; Faulkner & Swenson 1988;
Bouquet et al. 1989; Bouquet & Salati 1989a; Deluca et al. 1989;
Salati 1990; Dearborn et al. 1990a,b; Giraud-Heraud et al. 1990;
Christensen-Dalsgaard 1992; Faulkner & Swenson 1993) focused

c© 2009 RAS



2 P.C. Scott, M. Fairbairn and J. Edsjö

upon possible impacts of energy transport by ‘cosmion’ WIMPs
designed to solve the solar neutrino problem. With the advent of
neutrino oscillations this problem has of course disappeared. Fur-
thermore, the existence of much more stringent limits upon the
WIMP-nucleon scattering cross-sections (e.g. Desai et al. 2004;
Angle et al. 2008; Ahmed et al. 2009; Behnke et al. 2008) and an
improved understanding of the distribution of dark matter on galac-
tic scales (e.g. Bertone & Merritt 2005; Diemand et al. 2007) mean
that the likelihood of seeing changes induced purely by WIMP en-
ergy transport seems somewhat diminished. Indeed, later efforts to
constrain WIMP physics via helioseismology have proven fruitless
(Bottino et al. 2002).

Recent times have seen a resurgent interest in the impacts of
WIMPs upon stars, now focussing almost exclusively upon the in-
fluence of annihilation. Moskalenko & Wai (2007) and Bertone
& Fairbairn (2008) showed that it could be possible to see white
dwarfs heated by WIMP annihilation, at the Galactic centre and in
globular clusters respectively. Spolyar, Freese & Gondolo (2008)
and Natarajan, Tan & O’Shea (2009) showed that WIMP annihila-
tion might be able to partially inhibit the formation of PopIII stars,
resulting in giant, cool, primordial stars supported entirely by anni-
hilation energy. In previous letters the current authors presented the
first numerical simulations of the structure and evolution of WIMP-
burning main sequence stars, employing and comparing both a sim-
ple static structure code and a preliminary version of the evolution-
ary code we present here (Fairbairn, Scott & Edsjö 2008; Scott,
Edsjö & Fairbairn 2008). We found that WIMP annihilation in stel-
lar cores diminishes nuclear burning and causes them to re-ascend
the Hayashi track, in agreement with the analytical estimates of
Salati & Silk (1989).

Iocco (2008) and Freese et al. (2008) performed simplified
capture calculations on models of ‘naturally-formed’ PopIII stars,
showing that even if the stars were to form normally, they might
later accrete sufficient dark matter to alter their appearance. The
dark matter densities considered in these studies and in that of
Spolyar et al. (2008) were confirmed as reasonable by Freese et al.
(2009), using a more detailed treatment of the collapse of the pri-
mordial dark matter–gas halo. Both groups went on to consider
different stages of the pre-main sequence evolution of WIMP-
influenced PopIII stars: Freese et al. (2008) employed polytropic
models in an attempt to understand the evolution of the stars postu-
lated by Spolyar et al. (2008), and Iocco et al. (2008) followed the
evolution from the tip of the Hayashi track using a full stellar evolu-
tion code. Both found stalling phases, but of different durations and
at different stages of the stars’ formative evolution. Yoon, Iocco &
Akiyama (2008) and Taoso et al. (2008) have now presented simu-
lations of main sequence PopIII stars assumed to have formed nor-
mally, but then allowed to evolve with the effects of WIMP cap-
ture and annihilation. The last three studies show extended main
sequence lifetimes and stalling on the Hayashi track, in agreement
with our earlier conclusions at non-zero metallicity and the results
we present here.

Those working on PopIII stars have referred to WIMP-burning
stars as ‘dark stars’, whilst we and others working at non-zero
metallicities have typically used the terms ‘WIMP burners’ or ‘dark
matter burners’. In the interests of cohesiveness and simplicity, we
will simply adopt the former term. We do acknowledge that the
term ‘dark star’ is something of a misnomer, since stars burning
dark matter are not strictly dark. As we shall see in the following
pages, except for cases where the ambient dark matter density is
extremely high, their luminosities are at least reduced relative to
normal stars.

In this paper, we present a detailed analysis of the effects of
dark matter capture, annihilation and energy transport upon the
structure and evolution of main sequence stars, specifically those
which might exist at the Galactic centre. In Sect. 2 we give the full
description of the DarkStars code and its input physics alluded to
in Fairbairn et al. (2008) and Scott et al. (2008). Sect. 3 presents the
properties of main sequence dark stars, based upon a grid of stellar
models covering a range of masses and metallicities. We take up
the questions of the distribution of dark matter close to the Galactic
centre in Sect. 4, and the properties of stellar orbits there in Sect. 5.
In Sect. 6, we present results from further grids of evolutionary
models computed with realistic treatments of the environment and
orbits expected near the Galactic centre. We also discuss existing
and potential observations in Sect. 6, then give some final remarks
on the prospect of detecting or constraining the nature of dark mat-
ter through such observations in Sect. 7.

2 THEORY AND MODELLING

2.1 Capture, annihilation and energy injection

The total population of WIMPs N(t) present in a star is given
(Jungman et al. 1996) by the equation

dN(t)

dt
= C(t)− 2A(t)− E(t), (2.1)

where C(t) is the rate at which WIMPs are captured, A(t) is the
rate at which annihilations occur and E(t) is the evaporation rate.
The factor of 2 in the annihilation term arises because each anni-
hilation destroys two Majorana WIMPs. In many cases of interest
evaporation is negligible, but we will return to this point later.

Many approximations to the full expression for C(t) derived
by Gould (1987a) have appeared in the literature, with widely vary-
ing accuracies. Here we attempt to present the full theory in a com-
pact and usable form. We will also build upon the following in
Sect. 4 when we consider alternative halo models. For a star cap-
turing WIMPs from an infinitely distant halo, the capture rate is

C(t) = 4π

Z R?

0

r2

Z ∞
0

f(u)

u
wΩ−v (w) du dr, (2.2)

where r is the local height in the star, u is the incoming WIMP
velocity before it is influenced by the star’s gravitational field and
f(u) is the WIMP velocity distribution in the halo. The local es-
cape velocity at a height r is v(r, t), and w = w(u, r, t) ≡p
u2 + v(r, t)2 is the velocity an incoming WIMP obtains by the

time it reaches a height r. Ω−v (w) is the rate at which a WIMP with
velocity w scatters to a velocity less than v, and thereby becomes
captured. This formula does not apply to capture from an already-
bound population of WIMPs, such as occurs in an adiabatically-
contracting DM-gas cloud.

For a scattering nucleus of mass mnuc and a WIMP mass mχ,
kinematics dictate that the only collisions able to scatter a WIMP to
velocities less than v are those where the fraction ∆ of the WIMP
energy lost in the collision obeys

u2

w2
6 ∆ 6 µ

µ2
+

, (2.3)

with

µ ≡ mχ

mnuc
, µ± ≡ µ± 1

2
. (2.4)
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This is clearly only possible for values of u that obey

u2

w2
6 µ

µ2
+

, (2.5)

which is equivalent to

u2 6 µv2

µ2
−
. (2.6)

The partial capture rate is then given by

Ω−v (w) =
X
i

Ω−v,i(w)

=
X
i

wσini(r, t)
µi
µ2

+,i

θ
`µiv2

µ2
−,i
− u2´

×
Z µi/µ

2
+,i

u2/w2
|Fi(∆)|2 d∆.

(2.7)

Here i denotes the ith nuclear species, ni is its local number den-
sity in the star and Fi(∆) is the ith nuclear form factor. θ is the
Heaviside step function. The total cross-section σi for scattering of
WIMPs on the ith nucleus can be approximated as (Jungman et al.
1996; Gondolo et al. 2004)

σi = β2
h
σSIA

2
i + σSD

4(Ji + 1)

3Ji
|〈Sp,i〉+ 〈Sn,i〉|2

i
, (2.8)

where

β =
mnuc(mχ +mp)

mp(mχ +mnuc)
(2.9)

is the ratio of the reduced masses of the WIMP-nucleus and WIMP-
proton systems. Here σSI and σSD are the hydrogen-normalised
spin-independent and spin-dependent nuclear-scattering cross-
sections respectively, Ai is the atomic number of the nucleus, Ji
is its spin and 〈Sp,i〉 and 〈Sn,i〉 are the expectation values of the
spins of its proton and neutron systems, respectively.

Assuming an exponential form factor

|F (∆)|2 = exp
“
− mχw

2∆

2E0

”
(2.10)

for heavy elements and a delta function for hydrogen, the integral
in Eq. 2.7 can be performed analytically. Here E0 is the coherence
energy arising from the characteristic nuclear radius. When mnuc

is expressed in GeV/c2, it can be approximated as

E0 ≈ 5.8407× 10−2

mnuc(0.91m
1/3
nuc + 0.3)2

GeV. (2.11)

Making the further assumption that WIMP velocities in the halo
follow an isothermal distribution with dispersion v̄, the velocity
distribution in the rest frame of the dark matter halo is

f0(u) =
4√
π

“3

2

”3/2 ρχ
mχ

u2

v̄3
exp

“
− 3u2

2v̄2

”
, (2.12)

with ρχ the ambient WIMP density. In the frame of a star moving
with velocity v? through the halo, this becomes

f?(u) = f0(u) exp
“
− 3v2

?

2v̄2

” sinh(3uv?/v̄
2)

3uv?/v̄2
. (2.13)

Using Eqs. 2.7, 2.10 and 2.13 it becomes possible to perform the
velocity integral in Eq. 2.2 analytically. One converts the step func-
tion in Eq. 2.7 to a finite upper limit of integration umax,i(r, t) =
v(r, t)

√
µ/µ−,i and obtains

C(t) = 4π

Z R?

0

r2
X
i

ˆ
Wi(umax,i(r, t))−Wi(0)

˜
dr. (2.14)

Here

Wi(u) ≡
Z
f?(u)

u
wΩ−v,i(w) du

=
σini(r, t)ρχµ

2
+,iE0,i

m2
χv̄v?µi

r
3

2

(
(B +G)−

1
2 Υ(G)

× e−BGv
2
?/(B+G) − (B +H)−

1
2 Υ(H)

× e−
H

B+H

ˆ
B(v2?+v(r,t)2)+Hv(r,t)2

˜)
,

(2.15)

G ≡ mχ

2E0
, H ≡ G µ

µ2
+

, B ≡ 3

2v̄2
, (2.16)

Υ(X) ≡ Υ−(X)−Υ+(X), (2.17)

Υ±(X) ≡ erf


Xu+B(u± v?)√

B +X

ff
(2.18)

for heavier elements, and

WH(u) =
σHnH(r, t)ρχ

mχv̄v?

r
3

2π

(
v(r, t)2Ξ

2
√
B

+
µ2
−,H

4µHB3/2

×
“

2
√
B
ˆ
(v? − u)e−B(u+v?)2 + (v? + u)

× e−B(u+v?)2+4Bv?u
˜− ˆ1 + 2Bv2

?

˜
Ξ
”)

,

(2.19)

Ξ ≡ √π


erf
ˆ√
B(u− v?)

˜− erf
ˆ√
B(u+ v?)

˜ff
(2.20)

for the special case of hydrogen.
The annihilation rate A(t) is simply the integral of the local

annihilation rate per unit volume a(r, t)

A(t) = 4π

Z R?

0

r2a(r, t) dr, (2.21)

which is given by

a(r, t) =
1

2
〈σav〉0nχ(r, t)2. (2.22)

Here nχ(r, t) is the local WIMP number density in the star and
〈σav〉0 is the non-relativistic limit of the velocity-averaged anni-
hilation cross-section. The energy injected by WIMP annihilations
εann per unit mass of nuclear matter is

εann(r, t) =
2a(r, t)mχc2

ρ?(r, t)
− νloss(r, t), (2.23)

where ρ?(r, t) is the local stellar density and νloss(r, t) accounts
for the fraction of the WIMPs’ rest-mass energy which escapes in
the form of neutrinos. We assume that the WIMPs annihilate only
into standard model particles which, apart from the neutrinos, very
quickly deposit their energy in the surrounding gas. Together with
the energy injection/removal rate εtrans due to conductive transport
by WIMPs, this gives the total local WIMP energy term

εWIMP(r, t) = εann(r, t) + εtrans(r, t). (2.24)

This acts as an additional source term in the standard stellar lumi-
nosity equation at every height in the star.

2.2 Conductive energy transport and distribution

The simplest way to describe the density of WIMPs in a star is to
assume that they have thermalised with the stellar matter. We as-
sume that thermalisation occurs instantaneously, as it would be too
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cumbersome to allow for a non-thermalised evolution of the WIMP
distribution at the same time as evolving a star (no formalism be-
yond explicit Monte Carlo simulations exists at this stage for doing
such a thing). We expect this approximation to break down when
capture rates change rapidly, such as during the short-term evolu-
tion of stars on elliptical orbits at the Galactic centre (Sec. 6.2). Our
primary interest is in the longer-term behaviour of such stars, which
should not be strongly effected by the thermalisation process.

Thermalisation can be local, such that the WIMP energies re-
flect the local temperature at every height in the star, or global,
such that they reflect only a single overall characteristic tempera-
ture TW. In the first case, WIMPs are in local thermodynamic equi-
librium (LTE) with the stellar matter, whilst in the second case they
are isothermally distributed. The isothermal assumption gives the
Boltzmann distribution for particles in a gravitational well

nχ,iso(r, t) = N(t)
gje
−Ej/kTP

j′ gj′e
−Ej′/kT

= N(t)
e−mχφ(r,t)/kTW(t)R R?

0
4πr′2e−mχφ(r′,t)/kTW(t) dr′

,

(2.25)

where φ(r, t) is the local value of the gravitational potential, gj
is the statistical weight of the jth energy level (1 in this case)
and Ej = mχφ(r, t) is its gravitational potential energy. Because
WIMPs cluster so strongly in the centre of a star, previous analyses
typically assumed that the area in which they reside can be approx-
imated by a sphere of uniform density ρc(t), the central density.
This sets TW(t) to the central temperature Tc(t), and gives

φ(r, t) ≈ 2π

3
Gρc(t)r

2. (2.26)

This takes Eq. 2.25 to

nχ(r, t) ≈ N(t)
e
− r2
r2χ

π3/2r3
χ

, (2.27)

with

rχ(t) ≡
„

3kTc(t)

2πGρc(t)mχ

«1/2

. (2.28)

In practice, there is no longer any real reason to prefer Eq. 2.27 to
Eq. 2.25. The gravitational potential must be tabulated anyway at
all heights in the star to obtain v(r, t) for the capture calculation,
and the integral in Eq. 2.25 can be evaluated quickly and easily
using modern computers. Most importantly, a reasonable estimate
for TW(t) can be directly calculated from the structure of the star
(as we describe below).

The usefulness of the uniform sphere approximation lies in the
length scale it defines, rχ. This gives the approximate scale height
of the WIMP distribution in the star, which can be compared with
the WIMP mean free path

l(r, t) ≡
“X

i

li(r, t)
−1
”−1

, li(r, t)
−1 ≡ σini(r, t) (2.29)

at the centre of the star to give the Knudsen number of the system,

K(t) =
l(0, t)

rχ(t)
. (2.30)

The Knudsen number indicates whether the WIMPs travel a dis-
tance less than the scale size on average and transport energy lo-
cally (K < 1), or typically travel out beyond rχ before depositing
energy non-locally (K > 1).

In the extreme limit K → 0, the energy transport is com-
pletely local. In this case WIMPs scatter about so often that they
are in LTE with the nuclei, and the energy transport is exactly
the case of LTE conductive transport by a gas of massive parti-
cles. The exact form of the energy injection/removal rate at a given
stellar radius (i.e. the contribution to the local luminosity), and
the corresponding density structure for LTE-distributed (rather than
isothermally-distributed) WIMPs has been calculated by Gould &
Raffelt (1990b). These are

Ltrans,LTE(r, t) = 4πr2κ(r, t)nχ,LTE(r, t)l(r, t)

×
hkT?(r, t)

mχ

i1/2
k

dT?(r, t)

dr
(2.31)

and

nχ,LTE(r, t) = nχ,LTE(0, t)
hT?(r, t)
Tc(t)

i3/2
× exp

h
−
Z r

0

kα(r′, t) dT?(r′,t)
dr′ +mχ

dφ(r′,t)
dr′

kT?(r′, t)
dr′
i
, (2.32)

where normalisation to
R R?

0
4πr2nχ,LTE(r, t) dr = N(t) dictates

the value of nχ,LTE(0, t). Noting that in general

L(r, t) = 4π

Z r

0

r′2ρ(r′, t)ε(r′, t) dr′, (2.33)

we see that

εtrans,LTE(r, t) =
1

4πr2ρ(r, t)

dLtrans,LTE(r, t)

dr
(2.34)

Note that our sign convention differs from that of Gould & Raffelt
(1990b); Eqs. 2.31 and 2.34 both refer to the energy injection rates,
not the rate at which WIMPs remove energy (cf. the sign conven-
tions in Eq. 2.24).

The factors α and κ are the dimensionless thermal diffusiv-
ity and conductivity, respectively. These vary throughout the star
according to the relative abundances of the different atomic nu-
clei (and the distribution of WIMP-nucleus relative velocities, if
the scattering cross-section is velocity-dependent due to a vector
coupling to quarks; this is not the case for the neutralino). They
are obtained through numerical solution of the Boltzmann collision
equation for any given gas mixture. Gould & Raffelt (1990b) found
and tabulated the values of α and κ for gases consisting of WIMPs
and one other nucleus, varying the WIMP-to-nucleus mass ratio µ
from 0 to 100. Whilst the rigorous thing to do for each physical
mixture would be to re-solve the Boltzmann equation with a com-
posite collisional operator given as a linear combination of the op-
erators applicable to the single-nucleus case, a good approximation
is to simply take a weighted mean of the tabulated α and κ values
themselves. That is,

α(r, t) =
X
i

σini(r, t)P
j σjnj(r, t)

αi(µi) (2.35)

and

κ(r, t) =
n
l(r, t)

X
i

ˆ
κi(µ)li(r, t)

˜−1
o−1

. (2.36)

For µ < 100, α and κ can be found by interpolation in the tables
of Gould & Raffelt (1990b). For larger values of µ, the authors
found the limiting behaviour α → 2.5 and κ → 5

32

√
2πµ. To

get a smooth curve for both α and κ, we set the final point of the
interpolation table to the limiting values at µ = 120, so that for
µ > 120 no interpolation is required and the analytical limits are
used.
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Main-sequence dark stars at the Galactic centre 5

Notice that Ltrans,LTE(R?, t) is always zero, as
dT?(r,t)

dr
(R?) ≈ 0; this reflects the fact that conduction by

WIMPs never constitutes a net energy source nor sink in the star,
and any energy the WIMPs remove from a hotter region is always
returned in full to a cooler region. As shown in Fig. 1, εtrans,LTE

is negative in the inner part of the star, increases with radius until
it becomes positive, peaks, then drops again to asymptotically
approach zero as r → R?.

The statement that there is no net energy outflow due to
WIMP-nucleon scatterings is equivalent to there being no evapo-
ration of WIMPs from the star. That is, a captured WIMP never
upscatters sufficiently energetically from a nucleus to become un-
bound and exit the system. That this is the case in the LTE regime
is immediately apparent: WIMPs do not travel far from the centre
before re-scattering and sinking back to the core. In the non-local
regime, things are not so clear; when the WIMPs’ mean free paths
are much longer than the system scale height, evaporation could in
principle be significant. In this case, the evaporation rate must be
equivalent to the net outward energy flux due to WIMP conductive
energy transport in the isothermal (non-local) picture. That is,

Ltrans,iso(R?, t) = mχc
2E(t) ≡ Levap(R?, t) (2.37)

Ltrans,iso(r, t) = 4π

Z r

0

r2ρ(r, t)εtrans,SP(r, t, TW) dr (2.38)

Levap(r, t) = 4πmχc2

Z r

0

r2R(r, t, TW) dr, (2.39)

where R(r, t, TW) is the local WIMP evacuation rate per unit vol-
ume from a shell at height r, discussed in detail by Gould (1987b).
The theoretical rate of energy conduction in the isothermal regime,

εtrans,SP(r, t, TW) =
8
q

2
π

k3/2

ρ?(r, t)
nχ,iso(r, t)[T?(r, t)− TW(t)]

×
X
i

σini(r, t)
mχmnuc,i

(mχ +mnuc,i)2

“T?(r, t)
mnuc,i

+
TW(t)

mχ

”1/2

(2.40)

was developed by Spergel & Press (1985). The equality in Eq. 2.37
uniquely determines TW, so given a a value of E(t) or a particular
choice of function R(r, t, TW), one simply implements an appro-
priate root-finding algorithm to get TW. Knowing TW, one has all
the information required to compute the isothermal density distri-
bution (Eq. 2.25). Whilst the boundary condition itself (Eq. 2.37)
arises from the consideration of evaporation, and is important to in-
clude in order to obtain TW, in most cases of interest evaporation
is negligible so E(t) = 0.

Treating conductive energy transport by WIMPs whenK > 1,
where the LTE conduction approximation breaks down entirely,
is in general rather difficult. In a second paper, Gould & Raffelt
(1990a) showed via explicit Monte Carlo solutions to the Boltz-
mann equation that there is no good way of analytically determin-
ing the WIMP energy transport for large K. One would naively
expect that as K → ∞, the WIMPs would behave essentially
isothermally, following the isothermal density structure (Eq. 2.25)
and transporting energy according to Eq. 2.40. Whilst they do get
rather close to the isothermal density structure, the energy trans-
port via Eq. 2.40 cannot be reconciled with the true Monte Carlo-
derived εW in any systematic way. Eq. 2.40 should therefore not
be used as a description of WIMP conductive energy transport in
practice, even when K → ∞. Its value is in providing a means of
treating evaporation which is consistent with the isothermal density
distribution, such that the characteristic temperature of the distri-
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Figure 1. A snapshot of the energy deposited by WIMP conductive en-
ergy transport with height in an example star (1 M�, Z = 0.01, evolved
in an isothermal halo with ρχ = 1010 GeV cm−3, v? = 220 km s−1 and
v̄ = 270 km s−1). The snapshot was taken early in the star’s evolution, be-
fore its structure had time to significantly adjust to the effects of WIMP an-
nihilation. Conduction by WIMP-nucleus scattering consumes energy from
the very centre of the core and redeposits it further out. The quantity shown
here is the final form of εtrans (Eq. 2.43), but it differs from εtrans,LTE

only by some correction factors given in Eqs. 2.41 and 2.44.

bution naturally results in the correct evaporation rate (even if that
happens to be zero).

In their earlier paper, Gould & Raffelt (1990b) showed that as
K increases, the true conductive luminosity is suppressed relative
to their analytical prediction (Eq. 2.31). The breakdown occurs in a
clearly quantifiable way for increasing K, so one way to treat con-
ductive energy transport by WIMPs in the non-local regime is to
adopt the local expression, but with a ‘semi-empirical’ luminosity
suppression pre-factor in line with the suppression seen numeri-
cally. The suppression shows a sigmoidal shape on a logK scale in
Gould & Raffelt’s results,

f(K) ≈ 1− 1

1 + e−(lnK−lnK0)/τ
= 1− 1

1 +
`
K0
K

´1/τ . (2.41)

The relaxation scale must be about 0.4–0.5 to fit the numerical
result well; with τ = 0.5 this function agrees exactly with the
suppression function chosen by Bottino et al. (2002), so we use
this value. K0 is the ‘crossing point’ from the local to non-local
regimes, where WIMP energy transport is most effective; Gould &
Raffelt found this to be K0 ≈ 0.4.

Gould & Raffelt (1990b) also showed a similar suppression
of the LTE WIMP conductive luminosity with radius. This can be
factored into the final expression for LT(r, t) as a further multi-
plicative suppression factor h(r, t), such that

Ltrans,final(r, t) = f(K)h(r, t)Ltrans,LTE(r, t). (2.42)

The final form of the term appearing in Eq. 2.24 and the stellar
luminosity equation becomes

εtrans =
1

4πr2ρ(r, t)

d

dr

ˆ
f(K)h(r, t)Ltrans,LTE(r, t)

˜
, (2.43)

in analogy with Eq. 2.34. The radial suppression function appears
as a simple cubic polynomial

h(r, t) ≈
“r − rχ(t)

rχ(t)

”3

+ 1 (2.44)
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6 P.C. Scott, M. Fairbairn and J. Edsjö

in Gould & Raffelt’s numerical results.
For any given K, the degree to which Ltrans(r) is suppressed

relative to the LTE prediction can be thought of as a general indi-
cation of the goodness of the LTE approximation. Since the density
structure in the extremely non-local regime is at least moderately
well-described by the isothermal approximation (Eq. 2.25), the
‘goodness-of-LTE-assumption’ function f(K) can also be used as
a way of interpolating between the isothermal and LTE (Eq. 2.32)
densities to give a semi-realistic density structure for all K:

nχ,final(r, t) = f(K)nχ,LTE +
ˆ
1− f(K)

˜
nχ,iso (2.45)

Since 0 6 f(K) 6 1 and both the LTE and isothermal densities
are individually normalised, nχ,final(r, t) will stay correctly nor-
malised for all K. Since it is only nχ,LTE which enters into the
expression for the final conductive energy transport, the density
structure given by nχ,final is important only for determining the
radial distribution of injected annihilation energy.

Because no simple measure of the overall efficiency of con-
ductive energy transport by WIMPs presently exists in the litera-
ture, we define such a quantity as

E(t) =

Z R?

0

r2 ρ?(r, t)

µ?(r, t)

˛̨ εtrans

εother

˛̨
drZ R?

0

r2 ρ?(r, t)

µ?(r, t)
dr

, (2.46)

the dimensionless WIMP conductive effectiveness. Here µ?(r, t) is
the mean particle weight, εother refers to all other energy terms (nu-
clear, gravitational and annihilation), and the denominator is simply
a normalisation factor. E(t) is therefore the volume- and number-
density-weighted, integrated ratio of WIMP-mediated energy trans-
port to all other energy terms. The weighting by number density
is appropriate because WIMP energy transport is presumably more
relevant in areas of higher nuclear density. The absolute value arises
because εtrans is a transport rather than a net source term (i.e. takes
on both positive and negative values). Roughly speaking, in a star
where WIMP conductive energy transport is the most important
local source of luminosity, E is greater than 1; where it is a sub-
dominant contributor, E is less than 1. Whilst the weighting with
local number density rightly biases E(t) towards the stellar core,
this means that it is possible for extremely effective, localised en-
ergy transport by WIMPs in the very centre of a star to dominate the
overall stellar energetic effectiveness, without significantly altering
the overall structure. This is because in such a case, the enhanced
transport only occurs in the most central parts of the core.

2.3 The DarkStars code

DarkStars includes WIMP capture based on Eq. 2.2, generalised
from the solar capture routines of DarkSUSY (Gondolo et al.
2004). Exponential form-factor suppression (Eq. 2.10) is assumed
for scattering off nuclei heavier than hydrogen. In the basic ver-
sion, the integral over incoming WIMP velocities can either be
performed analytically assuming an isothermal velocity distribu-
tion (using Eqs. 2.15 and 2.19), or numerically over any arbitrary
velocity distribution. In Sect. 4 we describe two additional velocity
distributions which we have implemented in the code, one of which
includes another analytical option for the velocity integral.

The capture routines are coupled to the EZ version (Pax-
ton 2004) of the STARS stellar evolution code (Eggleton 1971,
1972; Pols et al. 1995), which uses relaxation to solve the hy-
drostatic equations of stellar structure over a 199-point adaptive

radial mesh at each timestep. We implement annihilation accord-
ing to Eqs. 2.21–2.23. We determine the local WIMP density with
Eqs. 2.25, 2.32 and 2.45, obtaining TW as the solution to Eq. 2.37.
We include conductive energy transport via Eqs. 2.31 and Eq. 2.43.

The WIMP population is advanced at each timestep by solv-
ing Eq. 2.1. We assume that since the stellar structure changes very
slowly under the influence of the WIMPs in comparison to the evo-
lution of N(t), the evolution of the population between timesteps
can be well described by the solution to Eq. 2.1 in the special case
where C(t) and Ac(t) ≡ A(t)

N(t)2
are constant in time:

N(t+ ∆t) =

8>>>>><>>>>>:
C(t)τeq(t)

»
tanh

“ ∆t

τeq(t) + tequiv

”–δ
when C(t) 6= 0,

N(t)

1 +N(t)Ac(t)∆t
when C(t) = 0,

(2.47)

τeq(t) ≡ 1p
C(t)Ac(t)

, (2.48)

tequiv ≡ tanh−1

 »
N(t)

C(t)τeq(t)

–δ!
, (2.49)

δ ≡ sign

„
dN(t)

dt

«
. (2.50)

This is well-justified because both C(t) and Ac(t) depend only
upon the stellar structure, not directly upon the absolute WIMP
population. Here τeq(t) is the emergent time-scale of equilibration
between capture and annihilation, and tequiv is an equivalent earlier
time from which the approximate solution needs to be evolved for
the current values ofC andAc. Our approximation is an example of
the general approach to solving stiff differential equations by sepa-
ration into fast and slow subsystems known as coarse-graining, and
allows a numerical solution to Eq. 2.1 with timesteps of the order
of those typically required for stellar evolution.

This scheme constitutes an explicit solution to Eq. 2.1, where
each new stellar model is converged with the WIMP population at
the previous timestep, which is calculated with capture and anni-
hilation rates computed using the stellar structure of the previous
model. The models are therefore not completely self-consistent, as
the WIMP population lags the stellar structure by one timestep.
Implementing Eq. 2.1 in the internal implicit differencing scheme
of the STARS code would have required extensive revision of the
internal solver. As a consistency check, we have implemented a
‘reconvergence mode’ similar to that described by Dearborn et al.
(1990b), where models are reconverged with the new WIMP pop-
ulation at every timestep, producing a fully self-consistent solu-
tion. We have also experimented with rescaling the automatically-
chosen timesteps to smaller values. Except for some special cases
which we describe in Sect. 3, the results do not change.

In general we limit timesteps to allow no more than a certain
proportional change in the WIMP population per step. Typically we
demand that the population does not change by more than the cur-
rent value in one step, but for the more extreme situations in Sect. 6
we reduce this by a factor of ten. To aid initial convergence and pre-
vent this prescription from demanding impossibly small timesteps
early in the simulation, we begin simulations with populations of
1030−35 WIMPs. This is many orders of magnitude less than the
population required to have an effect upon the stellar structure.

We calculate capture by the 22 most relevant nuclei: 1H, 3He,
4He, 12C, 13C, 14N, 16O, 18O, 20Ne, 24Mg, 23Na, 27Al, 28Si, 32S,
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Figure 2. Initial capture rates (top) and annihilation-to-nuclear luminosity
ratios (bottom) achieved by stars evolved in differing dark matter densities.
Nuclear luminosities Lnuc(0) are initial values, whilst annihilation lumi-
nosities LW,max are the maximum values achieved during a star’s life-
time. The dark matter velocity structure is that typically assumed by direct
detection experiments, where the distribution is isothermal with solar val-
ues v? = 220 and v̄ = 270 km s−1. We refer to this canonical example
as the ‘reference solar configuration’ (RSC), where it should be understood
that only the velocity structure, not the density, is reflective of the true so-
lar situation. These plots provide a simple conversion mechanism between
capture rates, WIMP luminosities and equivalent RSC dark matter densities.

40Ar, 40Ca, 56Fe, 58Ni, 60Ni, 206Pb, 207Pb and 207Pb. The stel-
lar code follows the abundances of 1H, 4He, 12C, 14N, 16O, 20Ne
and 24Mg, and we assume that the remaining mass is distributed
amongst the other 15 species according to their abundance ratios
in the Sun. The data on inter-elemental ratios comes from As-
plund, Grevesse & Sauval (2005, but with the Ni abundance from
Scott et al. 2009), and on isotopic ratios from Heber et al. (2003,
3He/4He), Scott et al. (2006, 12C/13C and 16O/18O), preliminary
results from work in progress (58Ni/60Ni) and Tatsumoto et al.
(1976, via Anders & Grevesse 1989, 208Pb/207Pb/206Pb). Atomic
and nuclear masses are sourced from Wapstra et al. (2003) and Audi
et al. (2003). The present code allows total heavy-element mass
fractions Z of 0.0001–0.03, which are paired with corresponding
helium mass fractions of 0.24–0.30.

Since the annihilation rate goes as n2
χ whilst the evaporation
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Figure 3. WIMP-to-nuclear luminosity ratios achieved my a 1 M� star with
different annihilation cross-sections (top) and WIMP masses (bottom). The
dark matter halo configuration is the RSC. Since capture rates do not depend
upon the annihilation cross-section, the WIMP luminosity is independent of
the annihilation cross-section in stars where capture and annihilation are in
equilibrium at the time of maximum annihilation luminosity. Because v?
and v̄ are relatively large in the RSC, WIMP luminosities show a strong
dependence upon the WIMP mass.

rate goes only as nχ, the evaporation rate is much smaller for the
high ambient WIMP densities and capture rates we are typically
interested in. Even for the Sun, Gould (1987b) found that evap-
oration is insignificant unless the WIMP mass happens to be rel-
atively closely matched with a nucleus found there in significant
abundance. The heaviest such element is iron, so evaporation can
be considered negligible in the Sun formχ & 60 GeV, which is the
case for most WIMPs considered interesting today. (The limit given
by Gould was mχ & 4 GeV, but this assumed that elements heav-
ier than helium could be neglected because, at the time, a WIMP
mass higher than∼10 GeV was considered unlikely). We therefore
simply obtain TW with E(t) = 0, neglecting evaporation.

To estimate the factor νloss in Eq. 2.23, we carried out ex-
plicit Monte Carlo simulations of WIMP annihilation in the Sun,
along the lines of Blennow et al. (2008). We considered a range of
masses and annihilation channels, and included full three-flavour
neutrino oscillations, neutrino interactions, stopping of muons and
interactions of heavy mesons (e.g.B mesons) in the Sun’s core. For
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8 P.C. Scott, M. Fairbairn and J. Edsjö

essentially all annihilation channels except τ+τ−, νloss for a 100
GeV WIMP is 5–15% of the rest-mass energy. For heavier WIMPs,
νloss is reduced due to neutrino interactions in the star. For annihi-
lation to τ+τ−, νloss ' 35–40% for a 100 GeV WIMP (and drops
for heavier WIMPs). Since the neutralino (our canonical WIMP)
has very limited annihilation to τ+τ−, we assume a flat neutrino
energy loss of νloss = 10% for all annihilations. We also neglect
the slight dependence upon stellar structure and mass.

Capture integrals in DarkStars are performed with QUAD-
PACK (Piessens et al. 1983), whilst simple integrals are done by the
users’ choice of Simpson’s rule, Romberg integration or fifth-order
Runge-Kutta with an adaptive step size. Sufficiently well-behaved
functions are interpolated using cubic splines. For the others, we
found the tensional spline routines of Renka (1993) and Testa &
Renka (1999), after a slight readjustment of the convergence pa-
rameters, invaluable.

Some provision has been made in the code for later allowing
R(r, t, TW) 6= 0, alternative form factors and metal-free evolu-
tion if required. DarkStars is available for public download from
http://www.fysik.su.se/˜pat/darkstars/.

Except where explicitly stated otherwise, we perform all sim-
ulations in this paper with a canonical WIMP mass of mχ =
100 GeV and an annihilation cross-section 〈σav〉0 = 3 ×
10−26 cm3 s−1, which arises from relic density considerations
assuming WIMPs to be the dominant component of dark mat-
ter. We use nuclear-scattering cross-sections corresponding to the
maximally-allowed experimental values σSI = 10−44 cm2 (Angle
et al. 2008; Ahmed et al. 2009) and σSD = 10−38 cm2 (Desai et al.
2004; Behnke et al. 2008).

3 BENCHMARK IMPACTS ON MAIN SEQUENCE
STARS

To understand the general effects of dark matter accretion and an-
nihilation upon main-sequence stars, we start by considering a set
of benchmark stars in a reference halo of WIMPs. In later sec-
tions, we will expand on these results for more realistic scenar-
ios. For the benchmark stars, we evolved a grid of models with
0.3 M� 6 M? 6 2 M�, 0.0003 6 Z 6 0.02 and 5 6
log10(

ρχ
GeV cm−3 ) 6 11. The models were started from the zero-

age main sequence (ZAMS), and evolved until one of the following
stopping criteria was met:

(i) The star left the main sequence (as indicated by the central
hydrogen mass fraction Xc dropping below 10−6).

(ii) The star reached a stable equilibrium where all its energy
was effectively provided by WIMP annihilation (as indicated by
Xc, log10 ρc and log10 Tc changing by less than 10−14 M?

M� , 10−10

and 10−10 respectively over four consecutive timesteps).
(iii) The age of the star exceeded the age of the Universe.

Except for main-sequence lifetimes, we present results atZ = 0.01
and just give a brief discussion of the effects of metallicity in the
text, since most of the properties we discuss did not show any major
dependency upon metallicity.

For this grid we used the standard isothermal velocity distri-
bution, with the default solar values of v? = v� = 220 km s−1

and v̄ =
p

3/2v� = 270 km s−1. The resultant capture rates (at
t = 0) and ratios of annihilation-to-nuclear luminosity are pre-
sented in Fig. 2. For the sake of comparison, nuclear luminosities
Lnuc are taken at zero age, whilst WIMP annihilation luminosi-
ties LW,max are the maximum values the star achieves during its

evolution. Since stars start with almost no WIMPs, WIMP lumi-
nosity at zero age is essentially nil, and nuclear luminosity changes
significantly after zero age as the WIMPs begin to influence the
stellar structure. As expected, capture rates and WIMP-to-nuclear
luminosity ratios increase linearly with ρχ, and lower-mass stars
capture less but burn a greater ratio of WIMPs to nuclear fuel than
their higher-mass counterparts. Significantly, WIMP annihilation
outstrips nuclear burning in a large area of the parameter space.
Capture rates increase slightly at lower metallicity because of the
dominance of spin-dependent scattering and capture by hydrogen,
but are outweighed by the increased nuclear luminosity, causing a
small decrease in WIMP-to-nuclear burning ratios.

Because the primary factor governing the impact of WIMPs
upon stellar evolution is simply N(t), the benchmark results we
present in this section will hold in general for other combina-
tions of input particle and halo parameters, subject to an appro-
priate rescaling. In particular, all scenarios which result in the same
product of the capture rate and WIMP mass map to roughly the
same ratio of WIMP-to-nuclear burning, which in turn maps in an
essentially one-to-one manner to all physical changes in a star’s
structure and evolution. (That is, ignoring ‘higher-moment’ factors
like WIMP thermalisation, distribution, conductive energy trans-
port and capture-annihilation equilibration). In this way, Fig. 2 acts
as a conversion table between capture rates, WIMP luminosities
and equivalent dark matter densities in the RSC. (We use the term
‘WIMP luminosity’ as shorthand for the ratio LW,max

Lnuc(0)
when it is

clear what we mean, or when the distinction is irrelevant).
Lines in Fig. 2 do not all extend to log10 ρχ = 11. This is

because as WIMP luminosity becomes a more significant contribu-
tor to a star’s energy generation, the stellar models become steadily
more difficult to converge. In many cases, we had to very carefully
adjust the initial timesteps in order to converge models near the
ends of tracks in Fig. 2. In some cases we either could not obtain
initial convergence or could not properly maintain it until one of the
criteria above was met. Results from such models were discarded.

We performed control calculations on a single solar-mass
star with different WIMP masses and annihilation cross-sections
(Fig. 3). When capture and annihilation have equilibrated in a
star, the WIMP luminosity effectively depends on the capture
rate alone, which is independent of the annihilation cross-section
(cf. Eqs. 2.14, 2.15 and 2.19), so we see that 〈σav〉0 makes no dif-
ference to the amount of energy generated. When equilibrium has
not been achieved, this will not be the case. Such an effect can be
seen in the slight upturn of the WIMP luminosity in the uppermost
curve of the upper panel in Fig. 3. In this case the very high ρχ and
very low 〈σav〉0 significantly change the stellar structure before
equilibrium has been reached, causing LW to peak prior to equi-
librium. The dependence of LW on mχ in Fig. 3 shows roughly an
inverse square relationship, which is a result of using the full cap-
ture expressions in the RSC. As can be seen from careful inspection
of Eq. 2.19 for example, for small v̄ and v? such as those used in
the context of the early universe by e.g. Iocco (2008) and Freese
et al. (2008), the dependence disappears.

In Figs. 4 and 5 we show evolutionary tracks in the HR and
central equation-of-state diagrams of stars with different masses
and WIMP luminosities. At low WIMP luminosities, the evolution
is essentially normal. As WIMPs are allowed to provide more en-
ergy, the negative heat capacity of a star causes it to expand and
cool. The central temperature and density drop, nuclear burning re-
duces and the star moves some distance back up the Hayashi track.
The reduction in central temperatures and overall luminosities pro-
vided by pp-chain and CNO-process hydrogen burning are illus-
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Figure 4. Evolutionary tracks followed in the HR diagram by stars of various masses, when WIMPs provide different fractions of their total energy budgets.
Filled, unlabelled circles indicate the starting points of tracks, whilst labelled ones give indicative ages during the evolution of 1.4 M� stars. Tracks have been
halted when the star exhausts the supply of hydrogen in its core or reaches the current age of the universe. Stars with a greater luminosity contribution from
WIMPs push further up the Hayashi track and spend longer there before returning to the main sequence. Stars which come to be entirely dominated by WIMP
annihilation (bottom right) evolve quickly back up the Hayashi track and halt, holding their position in the HR diagram well beyond the age of the universe.

trated in Fig. 6. These values are taken at the time tadjust when a
star has completed its initial reaction to the presence of WIMPs,
which corresponds to the central temperature and density reaching
their minima and the star arriving at the bottom-leftmost point of
its travels in Fig. 5. At very high WIMP luminosities, the stellar
core expands and cools drastically, moving stars a long way back
along the pre-main sequence and effectively shutting down nuclear
burning all together. Such an object becomes a fully-fledged dark
star, powered entirely and perpetually by WIMP annihilation.

At intermediate WIMP luminosities, nuclear burning is sup-
pressed rather than completely extinguished. Its continued contri-
bution to nuclear processing slowly raises the core temperature and
density once more, in turn increasing the rate of nuclear reactions
and accelerating the process. The star burns hydrogen alongside
WIMPs, and goes on to evolve through a hybrid WIMP-hydrogen
main sequence. Such evolution can be best seen in the bottom-left
panel of Fig. 4. Thanks to the energy input from WIMP annihi-
lation, the time it takes such a star to consume its core hydrogen
is lengthened, so its effective main-sequence lifetime is extended
(Fig. 7). The increase in main-sequence lifetime is notable at all
metallicities, but most prominent at low Z, essentially because nor-
mal main-sequence lifetimes are shorter at lower metallicity. We

did not see changes with metallicity in the central temperatures,
pp-chain or CNO luminosities of the stars in our grid.

We should point out here that in the extreme case of a very
large WIMP luminosity, it is highly questionable whether a star
would have ever reached the main sequence at all, or if it might
have simply halted during its initial descent of the Hayashi track.
The same might even be true of stars with intermediate WIMP lu-
minosities, since it is not clear whether nuclear burning will win
out over WIMP annihilation at exactly the same ages and capture
rates when a star is evolved from the main sequence as when it is
evolved from the pre-main sequence. This behaviour has been seen
explicitly by Iocco et al. (2008). We strongly suspect that the so-
lutions we find for high WIMP luminosities are the same as those
obtained with models begun from the pre-main sequence by Iocco
et al. (2008). We are currently investigating this question in detail.

The greater influence of WIMP capture and annihilation upon
low-mass stars is strongly apparent in Fig. 7. Even if WIMPs sup-
ply only a tenth the energy of nuclear burning, the lifetime of a
0.8 M� star is increased by almost a billion years. With the same
ratio of WIMP-to-nuclear burning, the lifetime of a 2.0 M� star is
unchanged. Considering that according to Fig. 2, roughly an order
of magnitude more dark matter is required for a 2.0 M� star to even
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Figure 5. Evolutionary tracks followed in the central equation-of-state diagram by the stars of Fig. 4. Filled circles indicate the starting points of the tracks.
Dashed lines show the location at which hydrogen burning becomes the dominant energy source, which defines the zero-age main sequence (ZAMS). To
the bottom-left of this line, the core is too cool and diffuse to support the star by nuclear burning alone. Stars with a greater luminosity contribution from
WIMPs push further into this region as they ascend the Hayashi track and their cores cool and expand, and thus take longer to recontract and return to the main
sequence. The slight departure from smoothness apparent in some curves is simply due to finite temporal resolution of models.

achieve the same WIMP-to-nuclear burning ratio as a 0.8 M� star,
lower stellar mass is clearly a highly favourable property in the ob-
servational search for dark stars.

In Fig. 8 we show the extent of convection at t = tadjust

in stars of various masses, as the WIMP luminosity is increased.
Because WIMP annihilation is far more concentrated at the cen-
tre of a star than nuclear burning, stars with higher WIMP-to-
nuclear burning ratios exhibit steeper radiative temperature gradi-
ents in their cores. This produces convective cores of increasing
size, as the height over which the temperature gradient is supera-
diabatic increases. In parallel, the overall cooling and expansion
of the star results in cooler surface layers, increasing the H− con-
centration and opacity and resulting in progressively deeper sur-
face convection zones. At high enough WIMP luminosities the
two zones meet and the star becomes fully convective. At lower
metallicities, the promotion of convection is deferred until sig-
nificantly higher WIMP luminosities, with the effect strongest in
higher-mass stars. As an example, a 0.4 M� star at Z = 0.02 be-
comes fully convective at log10[LW,max/Lnuc(0)] ≈ −0.1, and
requires log10[LW,max/Lnuc(0)] ≈ 0.3 at Z = 0.0003. A 1.4 M�
star on the other hand requires log10[LW,max/Lnuc(0)] ≈ 0.8 at
Z = 0.02, but log10[LW,max/Lnuc(0)] > 2 at Z = 0.0003.

We plot the dimensionless WIMP conductive effectiveness E

(Eq. 2.46) at t = tadjust for the full range of WIMP luminosities
and stellar masses in Fig. 9. Due to the Knudsen-dependent and
radial suppression factors (Eqs. 2.41 and 2.44), the contribution of
WIMP conductive energy transport turns out to be small over most
of the the parameter space. Eq. 2.46 is, however, a rather coarse
measure of the significance of conductive transport by WIMPs; a
more detailed comparison would investigate its role in the effec-
tive opacity of nuclear matter in the star. At lower metallicities, the
values of E become slightly larger, with the effect increasing with
stellar mass. WIMP energy transport might therefore be worth in-
cluding in future studies of PopIII dark star evolution.

A number of numerical features complicate the interpretation
of Figs. 6–9. To be able to simulate a grid of ∼3500 stars and pro-
duce a manageable amount of output data, we chose only to save
model data every tenth timestep. This meant the resolution avail-
able for choosing the points at which to define LW,max and tadjust

was not as high as it could have been. The effect upon tadjust was
greater than on LW,max, as it was compounded by the fact that
tadjust is not as simply found as its definition would have one be-
lieve. In cases where the equilibration time-scale is long, tadjust can
be comparable to or longer than τeq. When this happens, tadjust and
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Figure 6. Central temperatures (top) and total luminosities provided by hy-
drogen fusion via the pp-chain (middle) and CNO-process (bottom), as a
function of the luminosity provided by WIMP burning. Central tempera-
tures and hydrogen-burning luminosities are as measured at tadjust, the
point at which a star has just completed its initial adjustment to the presence
of WIMPs in its core. This corresponds to the time at which models’ evo-
lutionary paths have reached their bottom-leftmost points in Fig. 5. Rates
of energy production from hydrogen burning are expressed as fractions of
their initial values.

τeq begin to lose meaning, as the adjustment alters the capture rate,
which feeds back on the adjustment. This only occurs when C(t)
and A(t) are of intermediate size, because even though τeq is at its
longest when C(t) and A(t) are very small, very little adjustment
is necessary in this case so tadjust is also very small. The upshot of
all this is that a small amount of noise appears in Figs. 6, 8 and 9.
For the sake of aesthetics, we recomputed individual evolutionary
tracks in Figs. 4 and 5 with data saved every timestep.

For 1.0 and 1.2 M� stars, the reference CNO-process lumi-
nosity extracted at t = 0 in Fig. 6 was somewhat overestimated,
due to the initial relaxation of the stellar models. The CNO process
is only just present in 1.0-1.2 M� stars, and extremely temperature-
sensitive, so is very likely to be significantly altered during numer-
ical relaxation. The overestimation is the reason curves for 1.0 and
1.2 M� do not tend properly to zero at low WIMP luminosities in
the lower panel of Fig. 6.

Despite extensive prior testing, we found that our stopping cri-
terion ii) was sometimes not quite stringent enough. Occasionally,
models were halted which would have just managed to leave the
main sequence in less than the age of the universe. We removed a
small number of stars we suspected this of having influenced from
the grid. As a result, the exact slopes of the steepest parts of the
curves for higher masses in Fig. 7 are somewhat uncertain.

Some noise also exists in the plots of Fig. 7, simply due to
the finite temporal resolution of the models. Timesteps typically
become longer once a star nears the end of the main sequence, so
some temporal ‘overshoot’ can occur before criterion i) is triggered.
As always, our choice of the internal timestep scaling was a com-
promise between obtaining the smoothest results and being able to
compute a reasonable number of models in a tractable timeframe
(proper treatment of WIMP capture makes dark stellar evolution
far more time-consuming than standard evolution).

For a small window of WIMP densities, we also found that
stars underwent seemingly random expansion and recontraction
events during their evolution on the hybrid WIMP-hydrogen main
sequence. Suggestively, these windows correspond approximately
to the areas where we were unable to find solutions using our static
code (Fairbairn et al. 2008). The results of the static code suggest
that this window can be thought of in the following way: for a par-
ticular ambient density of WIMPs, if one tries to obtain a static
solution, one may find that two solutions exist for a WIMP-burning
star. The first solution corresponds to a star where the central tem-
perature is rather close to that of a normal star of the same mass,
such that the WIMPs are spread over a larger volume according to
equation 2.25. Because the WIMPs are spread over a larger vol-
ume, their annihilation is less centralised and the spatial distribu-
tion of their energy release into the star is closer to that of normal
nuclear burning. The core temperature of the star is therefore not
reduced very much and the solution is self consistent. The second
solution occurs when the WIMPs are localised in a small region in
the centre of the star because the central temperature is low. The
low central temperature is what would be expected if energy were
input into a small region at the centre of the star, so this solution is
also self-consistent. This situation arises primarily for larger mass
stars, partially due to the extreme temperature-dependence of the
CNO process which dominates nuclear burning in such stars.

The existence of two solutions with the static code suggests
that we might expect evolution in this region of parameter space to
be unpredictable when looked at with a time-dependent code. For
example, stars might exhibit genuine periodic or chaotic variabil-
ity, or could become numerically unstable. By reducing the internal
timestep scaling and employing the reconvergence mode, we es-
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Figure 7. Main-sequence lifetimes of stars with differing masses, metallicities and WIMP luminosities. Dashed lines indicate the present age of the universe.
Stars with a greater fraction of their energy provided by WIMPs consume hydrogen more slowly, so spend more time on the main sequence. For a given
WIMP-to-nuclear burning ratio, the lifetimes of stars with lower masses and metallicities are more affected than their more massive, metal-rich counterparts.

tablished that the apparently random expansions and contractions
are numerical artefacts caused by insufficient temporal resolution;
given sufficiently small timesteps, the time-dependent code seems
to follow a path intermediate to the two solutions appearing in the
basic static code. The borderline stability of the stellar structure in
this region when treated with a code which assumes hydrostatic
equilibrium (as DarkStars does) suggests that such stars might ex-
hibit some true physical variability after all, but due to dynamical
effects only captureable with a full hydrodynamic code. If there is
interesting variable behaviour in this region then, it probably occurs
on a timescale smaller than can be resolved by DarkStars.

The evolution of such stars over an entire lifetime seems
largely unaffected by the excursions, so we are confident that the
overall results of the grid still accurately reflect the general proper-
ties of main sequence dark stars. However, the excursions do fur-
ther complicate the task of automatically choosing tadjust, adding
further noise to Figs. 6, 8 and 9.

4 THE GALACTIC DARK MATTER HALO

In order to simulate the accretion of dark matter by stars at the
Galactic centre, one should understand its distribution in the Milky

Way. In particular, the density and velocity distribution of dark mat-
ter both play a role in determining the capture rate.

4.1 Density

Density profiles of dark matter halos have been a topic of compu-
tational study for over a decade (Navarro et al. 1996; Moore et al.
1999; Navarro et al. 2004; Diemand et al. 2007). As N -body sim-
ulations have been run on computers of ever-increasing speed, a
standard lore for the expected distribution of dark matter in halos
of all sizes has developed. Two conclusions that seem to be uni-
versally accepted are that dark matter is denser in the centre of
halo simulations, and that the logarithmic gradient of the density
γ = d ln ρ/d ln r is more negative in the outer parts of simulated
halos than the inner parts. A popular parametrisation is the ‘NFW
profile,’ which interpolates smoothly between asymptotic values of
γ = −1 in the inner regions of the halo and γ = −3 in the outer
regions (Navarro et al. 1996). Navarro et al. (2004) have since sug-
gested that a better profile would in fact be one where γ varies
smoothly with radius, and does not asymptote to any particular
value at large nor small radii; such a profile has been advocated
by various authors since the 1960s (see Merritt et al. 2006, for an
historical account).

Most simulations only include dark matter, since considering
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Figure 8. The extent of convection at t = tadjust in stars of different masses as the energy from WIMP annihilation in their cores is increased. Shaded
areas indicate regions in which the stellar energy transport is convective; elsewhere, transport is radiative. Stars develop and extend their convective cores
and envelopes as the WIMP luminosity is increased, eventually becoming fully convective at high values of LW,max. Less massive stars require a smaller
ratio of annihilation to fusion energy to alter their convective properties than heavier stars. Plots in different panels extend over slightly different ranges of the
WIMP-to-nuclear burning ratio, according to which models we were able to converge. Not shown is the dependence upon metallicity: at lower metallicities,
the onset of convection is deferred to higher WIMP luminosities, with effects greatest in higher-mass stars.

collisionless particles does not require the complicated hydrody-
namics necessary to model baryons. The presence of baryons is ex-
pected to change the distribution of dark matter: since the baryons
are able to lose energy end sink into the middle of a galaxy, they
create a potential well which subsequently pulls the dark matter
into the central region. This phenomenon of adiabatic contraction
was first predicted by Zel’dovich et al. (1980), and formalised by
Blumenthal et al. (1986). More recently, it has been realised that the
non-circular nature of typical dark matter orbits reduces this effect,
but does not remove it (Gnedin et al. 2004). In order to calculate
the expected density profile of dark matter in a given galaxy, it is
therefore necessary to take a dark matter halo from anN -body sim-
ulation of an appropriately-sized galaxy, then adiabatically contract
it using the galaxy’s observed baryonic profile. This should be done
taking into account the non-circular nature of the dark matter orbits
(Gnedin et al. 2004; Gustafsson et al. 2006).

This prescription gives a more realistic estimate of the ex-
pected dark matter density in the central regions of a real galaxy
than the results of a collisionlessN -body simulation (for a compar-
ison of results obtained using this procedure with pure dark matter
halos and those from simulations which also include baryons, see
Gustafsson et al. 2006). The typical effect of such a contraction
is to draw dark matter deeper into the central part of the galaxy,
changing the inner slope of the density profile.

As one approaches the centre of a galaxy like the Milky Way

from a large distance, the gravitational potential is first dominated
by the diffuse dark matter halo. Approaching the central bulge, the
gravitational potential of the concentrated baryonic mass becomes
more important. If the current understanding of the dark matter dis-
tribution in the Milky Way is correct, the changeover occurs at
a radius of the same order of magnitude as the solar position. In
the centremost regions, the supermassive black hole determines the
gravitational dynamics. The density of dark matter is thought to rise
continuously towards the centre of the galaxy, but at radii much less
than the solar position, its gravitational influence is always dwarfed
by that of baryons or the central black hole.

In the central parsec, where the black hole starts to dominate
the gravitational potential, the dark matter profile depends upon a
number of factors. One is simply the density of dark matter at larger
radii, which forms an initial condition for the central density pro-
file. If the black hole forms in situ, it may create a miniature adia-
batic contraction of the local dark matter profile, leading to a cen-
tral spike where the density gradient is steeper than in the rest of the
galaxy. Immediately after its formation, the density of dark matter
in such a spike can be extremely high (Gondolo & Silk 1999). The
spike is expected to diffuse away over time due to dark matter self-
annihilation, loss of dark matter as it falls into the black hole and
heating of the dark matter by gravitational interactions with stars.

These different effects can be incorporated into a diffusion
equation that gives rise to a final prediction for the density of
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Figure 9. The significance of conductive energy transport by WIMPs, as
measured by the dimensionless WIMP conductive effectiveness (Eq. 2.46).
A value of 0 on the y-axis roughly indicates that conductive energy transport
by WIMPs is as important as all other energy sources in the star combined.
The importance of conduction by WIMPs is significantly less than that of
actual energy sources. Not shown is the fact that E becomes slightly larger
at lower metallicity, with the effect increasing with stellar mass. This sug-
gests that conductive energy transport should probably be taken into account
when simulating massive metal-free stars.

Table 1. Parameters for the density profiles defined by Eqs. 4.1, which are
approximations to the profiles presented by Bertone & Merritt (2005).

Profile ρχ(100 pc) γ1 γ2 rout rin

NFW+spike 25 GeV cm−3 1 1.85 7 · 104 RBH 10 RBH

AC+spike 360 GeV cm−3 1.5 1.82 7 · 104 RBH 10 RBH

dark matter near the central black hole (Bertone & Merritt 2005).
In this work we will consider two dark matter density profiles,
both approximations to the profiles presented by Bertone & Merritt
(2005). These approximations correspond to profiles B and C used
by Bergström et al. (2006). The ‘NFW+spike’ profile is a standard
NFW γ = 1 profile with a central spike which has diffused away
over time, considerably reducing its density. The ‘AC+spike’ pro-
file has undergone adiabatic contraction on galactic scales due to
the presence of baryons, and also has a central spike which was al-
lowed to diffuse away over time. Both profiles can be parametrised
by the expressions

ρχ(r) = ρχ(100pc)
`

100pc
r

´γ1 r > rout

ρχ(r) = ρχ(rout)
`
rout
r

´γ2 rout > r > rin (4.1)

ρχ(r) = ρχ(rin) rin > r,

where parameters are listed in Table 1. Note that following adi-
abatic contraction, the smoothly varying profile advocated by
Navarro et al. (2004) can become almost as steep in the central
region as an equivalently-contracted NFW profile, depending upon
the angular momentum of the dark matter particles.

4.2 Velocities

Having obtained some estimates of the possible densities of dark
matter at the Galactic centre, we must also think about its velocity

distribution, which has a strong bearing upon the number of parti-
cles captured by stars.

Various estimates of the velocity distribution exist in the lit-
erature. For direct detection experiments such as CDMS, Xenon
and COUPP to be able to easily compare results, the dark mat-
ter halo is typically assumed to be the isothermal RSC, with a
radius-independent Keplerian velocity. In this case, the velocity
dispersion is set by the Keplerian velocity at the solar position
(v̄ =

p
3/2v� = 270 km s−1), and acts as the width for a Gaus-

sian distribution of velocities which is identical at every position.
As already mentioned, the highest resolution N -body simula-

tions do not predict an isothermal halo, but rather one where the
logarithmic density gradient close to the centre of the galaxy is
much less than −2. The Keplerian velocity in such a halo would
therefore decrease to zero at the core, which would increase the
rate at which dark matter would be accreted by stars. In a real
galaxy however, the dark matter is a subdominant component at
these small Galactic radii, and the presence of stars and the central
black hole increases the gravitational potential there.

Our default assumption is that the velocity distribution of dark
matter is isotropic, spherically symmetric, Gaussian and has a dis-
persion set by the Keplerian velocity in the solar vicinity. None of
these assumptions are strictly correct, as we shall discuss shortly.
Our simplest attempt to improve the realism of the velocity dis-
tribution is to exclude velocities above the local Galactic escape
velocity, as WIMPs with such velocities would presumably already
have left the Galaxy some time earlier. We therefore truncate the
velocity distribution at the local escape velocity (in the rest frame
of the Galaxy), which terminates the Maxwell tail of the distribu-
tion. Given a generic WIMP velocity distribution g0(u), seen in the
rest frame of the galaxy, the equivalent truncated distribution will
be

ggal,0(u) =
ρχ
mχ

g0(u)θ(ugal − u)R∞
0
g0(u′)θ(ugal − u′) du′

, (4.2)

where ugal is the local escape velocity, and the integral ensures
the new distribution remains correctly normalised. For a star at rest
with respect to the Galactic halo, this then brings the capture rate
(Eq. 2.2) to the form

C(t) = 4πD−1

Z R?

0

r2
X
i

Z min[ugal,umax,i(r,t)]

0

g0(u)

u

× wΩ−v,i(w) dudr. (4.3)

The normalisation factor D is

D =
mχ

ρχ

Z ugal

0

g0(u) du. (4.4)

Working from Eq. 2.12, in the case of an isothermal velocity distri-
bution this becomes

D =
4√
π

“3

2

”3/2
Z ugal

0

u2

v̄3
exp

“
− 3u2

2v̄2

”
du

= erf
“ugal

v̄

r
3

2

”
−
r

6

π

ugal

v̄
exp

“
− 3u2

gal

2v̄2

”
.

(4.5)

To find the capture rate in the frame of a star moving relative
the the Galactic rest frame, we need to transform ggal,0(u) to some
equivalent ggal,?(u) via an appropriate Galilean transform, in anal-
ogy with the step from Eq. 2.12 to Eq. 2.13, then consider what
ugal becomes in the frame of the star. The maximum velocity any
WIMP from a distribution cut off at ugal can have in the galactic
frame is obviously ugal. In the frame of the star though, WIMPs
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coming from e.g. the direction in which the star is moving through
the halo can appear with much greater speed than those coming
from ‘behind’ the star. If an incoming WIMP has speed u0 and ve-
locity in the direction of the unit vector eeeW in the galactic frame,
we see that its velocity uuu? in the star’s frame is

uuu? = u0eeeW − vvv?
⇒ u ≡ |uuu?| =

p
(u0eeeW − v?v?v?)2

∴ u <
p

(ugaleeeW − v?v?v?)2 = (u2
gal + v2

? + 2ugalv? cosϕ)
1
2 .

So in the star’s frame, we have

ugal −→ ugal,?(ϕ) = (u2
gal + v2

? + 2ugalv? cosϕ)
1
2 , (4.6)

where ϕ is the angle in the galactic frame between the motions
of the WIMP and star, such that ϕ = 0 corresponds to a head-
on collision. This then poses something of a problem, as in the
analogous case of the isothermal distribution, ϕ had to be implicitly
integrated over in the first place to obtain the integrand (Eq. 2.13)
for which this new cut-off velocity is the limit. The solution to this
is either to develop some sort of approximate averaging scheme,
or to just do the integral over ϕ explicitly, after the integral over
u. In this case, the expression for capture of a truncated isothermal
distribution of WIMPs by a moving star is

C(t) = 8
√
π
“3

2

” 3
2 ρχ
mχ

D−1

Z R?

0

r2
X
i

Z 1

−1

Z ucut,i

0

u

v̄3

× wΩ−v,i(w) exp
“
− 3

2v̄2
(u2 + v2

? (4.7)

+ 2uv? cosϕ)
”

du d(cosϕ) dr,

where

ucut,i(ϕ, r, t) ≡ min[ugal,?(ϕ), umax,i(r, t)]. (4.8)

As in the non-truncated case, the velocity integral in Eq. 4.7
can be performed analytically, yielding the truncated analogues of
Eqs. 2.14–2.19

C(t) = 4πD−1

Z R?

0

r2

Z 1

−1

X
i

ˆ
Mi(ucut,i(ϕ, r, t))

−Mi(0)
˜

d(cosϕ) dr, (4.9)

where

Mi(u) =
2σini(r, t)ρχµ

2
+,iE0,iK

3
2

m2
χµi
√
π

"
√
πKv? cosϕ

“
Ψ(H)

× eK
2v2? cos2 ϕ/(K+H)−Kv2?−Hv(r,t)2(K +H)−3/2

−Ψ(G)eK
2v2? cos2 ϕ/(K+G)−Kv2?(K +G)−3/2

”
+ e−2Kuv? cosϕ−K(u2+v2?)−H(u2+v(r,t)2)(K +H)−1

− e−2Kuv? cosϕ−K(u2+v2?)−Gu2
(K +G)−1

#
,

(4.10)

Ψ(X) ≡ erf
nu(K +X) +Kv? cosϕ√

K +X

o
(4.11)

for heavier elements, and

MH(u) =
σHnH(r, t)ρχK

− 1
2

2mχ
√
π

"
2
“µ2
−,i
µi
−Kv(r, t)2

+K
µ2
−,i
µi

ˆ
u2 − uv? cosϕ+ v2

? cos2 ϕ
˜”

× e−2Kuv? cosϕ−K(u2+v2?) + v? cosϕ
√
πK

×
“

3
µ2
−,i
µi
− 2Kv(r, t)2 + 2Kv2

? cos2 ϕ
µ2
−,i
µi

”
× erf

ˆ√
K(u+ v? cosϕ)

˜
e−v

2
?K sin2 ϕ

#
(4.12)

for hydrogen. This gives the machinery necessary to calculate the
capture rate for a truncated isothermal (Gaussian) velocity distribu-
tion.

The fact that we do not expect the velocity distribution to be
Gaussian in reality is related to the fact that one only expects a
Gaussian distribution in the limit of an extensive distribution of
particles, such as an ideal gas. For particles coupled to a long-range
potential such as gravity, this is not the case. It has been suggested
in the literature that the Tsallis distribution, one designed specifi-
cally to model the departure from extensivity, is a better fit to the
data than a Gaussian (Hansen et al. 2006).

Furthermore, there are good reasons to believe that the radial
distribution of dark matter will have a different width to the tan-
gential distribution, since the orbits of dark matter particles are far
from circular. For a star on a non-circular orbit around the centre of
the Galaxy, this could have important consequences.

Finally, it is interesting to test the truth of the assumption that
the velocity dispersion is fully determined by the Keplerian veloc-
ity at the solar position. The relationship between the Keplerian ve-
locity, the velocity distribution and its anisotropy depends upon the
shape of the potential well of the galaxy; the anisotropy in the ve-
locity distribution can be obtained from the Jeans equations (Fair-
bairn & Schwetz 2009).

In order to quantify the departures from the isothermal halo
model, we have examined data from the Via Lactea simulation
(Diemand et al. 2007). ThisN -body simulation contains more than
2× 108 dark matter particles, and is one of the largest simulations
of a Milky Way-size dark matter halo to date. As suspected, the re-
sults do indeed show that all four of the simplifying assumptions
involved in the isothermal halo model (isotropy, spherical symme-
try, Gaussianity and a dispersion proportional to the Keplerian ve-
locity at the solar position) are essentially incorrect. To obtain a
new velocity distribution from the data, we looked at the velocities
of particles at different radii. We attempted to fit the distributions
with the Tsallis profile of Hansen et al. (2006), but found that al-
though this does provide a better fit than a Gaussian, the following
one-dimensional distribution is an even better fit:

h1D(ui) = exp

(
−
»

1

2

“ui
σi

”2
–αi)

, (4.13)

where i ∈ {r, θ, φ} and ui is the velocity in the ith direction in
Galactic coordinates. No normalisation prefactor has been included
here. The parameter α measures the departure from Gaussianity
and is distinctly different for the one-dimensional velocity distribu-
tions in the radial and angular directions. The values of α for the
radial distribution (αr) and a composite tangential distribution (αT,
where u2

T ≡ u2
θ + u2

φ) can be found as a function of radius in Fair-
bairn & Schwetz (2009). The ratio of the velocity dispersion to the
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local Keplerian velocity (vKep, or more precisely, the square root
of the potential since the halo is not completely spherically sym-
metric) is also a function of radius and can be found in Fairbairn &
Schwetz (2009).

These distributions become less Gaussian as one approaches
the Galactic centre, with α � 1 in the region we are most inter-
ested in. One should be careful not to take this result overly seri-
ously though; not because the physics of the simulation is in doubt
(above the ∼0.1 kpc resolution scale), but rather because the sim-
ulation only includes dark matter. The velocity dispersion at the
centre of an NFW profile goes to zero, whereas in a real galaxy, the
presence of baryons and the central black hole would be expected
to change the velocity distribution quite significantly. We do not
make any strong claims as to the fitness of this non-Gaussian ve-
locity distribution for modelling the very centre of the Galaxy; we
employ it more with the goal of determining what degree of uncer-
tainty exists in our capture results due to the velocity distribution.

In order to reasonably calculate the effect of the non-Gaussian
distributions upon capture rates, we require a composite distribu-
tion of total velocity magnitudes in three dimensions. Since the fit-
ted values of α and σ/vKep become almost isotropic at low Galac-
tic radii, for this purpose we can set them to the same values in
the radial and angular directions. We choose these values as the
means of the fitted values in each spatial direction, for the small-
est Galactic radius at which we fit the velocity distribution (1 kpc).
This gives α = 0.35 and σ/vKep = 0.05. At the Galactic centre,
vKep is dominated by the black hole, so

σ = 56.8 km s−1 ×
„

0.01 pc

r

«1/2

. (4.14)

To obtain a three-dimensional distribution purely as a function of
the velocity magnitude

u ≡
q
u2
r + u2

θ + u2
φ, (4.15)

we take the product of the 3 one-dimensional distributions, convert
to local spherical polar coordinates and integrate over the angular
directions. This gives

h3D(ur, uθ, uφ) = 4πu2 exp

»
− 1

(2σ2)α
(u2α
r + u2α

θ + u2α
φ )

–
.

(4.16)

When α = 1, this clearly produces a Gaussian distribution of ve-
locity magnitudes. For α 6= 1, we can express u2

r , u2
θ and u2

φ in
terms of one another and u2, then expand to second-order in a bi-
nomial series to produce

(u2 − u2
i − u2

j )
α = u2α − αu2(α−1)(u2

i + u2
j ), (4.17)

where i and j are different members of the set {r, θ, φ}. This gives

u2α
r + u2α

θ + u2α
φ = (3− 2α)u2α. (4.18)

Normalising over u ∈ [0,∞) gives the final three-dimensional ‘N -
body’ velocity distribution

h3D(u) =
3(3− 2α)

3
2α

2
3
2 Γ(1 + 3

2α
)

ρχ
mχ

u2

σ3
exp

(
−(3−2α)

»
1

2

“u
σ

”2
–α)

.

(4.19)

Whilst this expression breaks down at third order in the binomial
expansion, we expect it to be a reasonable approximation given the
level of uncertainty in choosing realistic values of α and σ/vKep.
We now have a three-dimensional velocity distribution as a function

of the local Keplerian velocity, which can be inserted into Eq. 2.2
to obtain the capture rate. Putting Eq. 4.19 into Eq. 4.3 instead, one
obtains the capture rate from an equivalent truncated distribution,
which is also a function of the local escape velocity.

5 THE GALACTIC POTENTIAL

To calculate dark matter capture rates, it is extremely important to
know the stellar velocity v? through the dark matter halo. In order
to correctly truncate the velocity distribution of the dark matter, one
also needs to know the local Galactic escape velocity umax.

The orbital velocities are rather simply obtained. Within a few
tenths of a parsec, the Galactic potential is dominated by the central
black hole. All the elliptical orbits we will consider lie within one
fiftieth of a parsec, so they can be treated as exactly Keplerian about
a point-mass black hole.

Calculating the escape velocities is more arduous, as we need
to integrate the potential experienced by a test particle exiting the
Galaxy. It is important to consider not only dark matter but also
the presence of baryons, which dominate the potential from around
0.5 pc to several kpc. To model the baryon density of the Milky Way
we use the same prescription as Gustafsson et al. (2006), assuming
a central bulge of stars with density ρ ∝ r−γe−r/λ. We assume a
thin disc of matter with surface density

σdisc(r) =
cMdisc∞

2π (r2 + c2)
3
2
. (5.1)

We choose the free parameters to match observations of the Milky
Way: γ = 1.85, λ = 1 kpc, c = 5 kpc and the total disc and
bulge masses Mdisc∞ = 5Mbulge = 6.5 × 1010M� (Kent et al.
1991; Zhao 1996; Dehnen & Binney 1998; Klypin et al. 2002).
We assume that the extent of the disc is 15 kpc. We use an NFW
profile with a scale radius of 20 kpc for the dark matter, normalised
to 0.3 GeV cm−3 at the location of the solar system, and find the
local escape velocity by integrating the energy loss along a radial
path exiting the Galaxy.

6 IMPACTS ON STARS AT THE GALACTIC CENTRE

Armed with detailed estimates of the stellar orbits, local escape
velocity, density of dark matter and its velocity distribution at the
Galactic centre, we can now realistically evaluate the potential
impact of WIMPs upon stellar evolution there. We ran two fur-
ther grids of evolutionary models, both at Z = 0.02 and over
0.3 M� 6 M? 6 1.5 M�. We computed models in both grids
using the NFW+spike and AC+spike profiles from Sect. 4.

6.1 Circular orbits

The first grid covered single stars on circular orbits, with orbital
radii extending from 10 pc to 10−6 pc. For this grid we used the
standard, non-truncated version of the isothermal velocity distribu-
tion (Eq. 2.13). Results for models computed with the AC+spike
density profile are shown in Fig. 10. As orbits are made smaller,
capture rates rise because stars encounter higher densities of dark
matter. This effect is balanced by a reduction in capture caused by
stars’ increasing circular velocities as they orbit closer to the black
hole. The capture rate and resultant WIMP luminosity peaks at an
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Figure 10. WIMP luminosities achieved by stars orbiting circularly about
the central black hole. The dark matter velocity distribution is isothermal
with dispersion v̄ = 270 km s−1, and the density profile follows the adia-
batically contracted profile (AC+spike). The impact of instead using a ve-
locity distribution truncated at the local Galactic escape velocity is shown
with a dashed curve. Capture is maximised at a radius of approximately
0.3 pc, but no circular orbit produces capture rates high enough to trans-
late into a WIMP luminosity which can produce any significant changes in
stellar evolution. WIMP luminosities produced with the alternative density
profile (NFW+spike) are even lower, so are not shown.

orbital radius of ∼0.3 pc. Inwards of this the velocity effect domi-
nates and capture is highly suppressed. The constant WIMP lumi-
nosities at very small radii in Fig. 10 are entirely due to the initial
populations of WIMPs that the models were started with.

We evolved some supplementary models (dashed curve in
Fig. 10) with the truncated isothermal distribution (Eq. 4.2 applied
to Eq. 2.12), to see if capture might be boosted to interesting lev-
els by removing unphysical WIMP velocities. On the contrary, the
truncation of the isothermal WIMP velocity distribution caused a
strong reduction in capture rates. Stars moving as quickly as those
on circular orbits near a black hole must capture predominantly
from the Maxwell tail of the isothermal distribution, so truncation
denies them many of their best capture candidates. The opposite is
true of a star in the RSC, which captures from the centre of the dis-
tribution and benefits (slightly) in capture rate if the distribution is
truncated and renormalised.

If it follows a circular orbit in an isothermal WIMP halo, even
the lowest-mass single star, placed at the optimal radius in the most
optimistic density profile, cannot accrete enough WIMPs to bring
annihilation luminosity to within two orders of magnitude of its
nuclear luminosity. We do not show WIMP luminosities resulting
from the NFW+spike density profile, as they are even less interest-
ing due to the profile’s lower central density.

6.2 Elliptical orbits

The primary assumptions of the previous grid were that stars al-
ways follow circular orbits, and that the halo is isothermal. We
know these to be untrue in reality, so in the second grid we con-
sidered the effects of elliptical orbits and a non-Gaussian velocity
distribution.

This grid consisted of single stars on orbits with various ellip-
ticities, within three classes: orbits with periods P = 10 yr, orbits
with P = 50 yr and orbits where the maximum star–black hole

Table 2. Orbits considered in Sect. 6.2, along which we evolved stars in
Figs. 11–13.

Orbit class e rmin (pc) rmax (pc)

P = 50 yr 0 9.49× 10−3 9.49× 10−3

0.5 4.74× 10−3 1.42× 10−2

0.9 9.49× 10−4 1.80× 10−2

0.99 9.49× 10−5 1.89× 10−2

0.999 9.49× 10−6 1.90× 10−2

0.9998 1.90× 10−6 1.90× 10−2

P = 10 yr 0 3.24× 10−3 3.24× 10−3

0.5 1.62× 10−3 4.87× 10−3

0.9 3.25× 10−4 6.17× 10−3

0.99 3.25× 10−5 6.46× 10−3

0.999 3.25× 10−6 6.49× 10−3

0.9995 1.62× 10−6 6.49× 10−3

rmax = 0.01 pc 0 1.00× 10−2 1.00× 10−2

0.5 3.33× 10−3 1.00× 10−2

0.9 5.26× 10−4 1.00× 10−2

0.99 5.03× 10−5 1.00× 10−2

0.99967 1.65× 10−6 1.00× 10−2

separation was 0.01 pc. The galactocentric distances at periapsis
and apoapsis (rmin and rmax respectively) of each of the orbits we
considered for this grid are given in Table 6.2. The maximum ec-
centricity in each class was chosen so as to ensure that stars did not
come within five Scwharzschild radii of the centre of the black hole,
ensuring that relativistic corrections to the orbit were not critical.

The early evolution of one of the stars from the grid is shown
in the left panel of Fig. 11. The initial flat sections of curves are
where the star was held at a constant galactocentric radius for the
first 3 timesteps to allow the model to properly relax. Capture and
annihilation occur in punctuated stages, clearly correlated with the
orbital period. Strikingly, the times of greatest capture are in fact
when the star is farthest from the centre of the Galaxy, at apoapsis.
This is because it has had a chance to slow down relative to the DM
halo, and achieve a significant capture rate for a time before plum-
meting back down towards the black hole. By the time it reaches
periapsis, the star is moving so quickly that capture is essentially
zero, regardless of how high the dark matter density is.

Because following the dark evolution of a star on such an or-
bit is extremely time-consuming, we evolved the models in this grid
for just 5 full orbits each, then calculated the average capture rates
achieved over this time. We explicitly assume that given identical
initial mean capture rates, the long-term evolution of a star on a
short-period elliptical orbit would be the same as the evolution of
one which evolves on a circular orbit. That is, we assert that be-
cause of the one-to-one mapping between capture rate, WIMP lu-
minosity and evolutionary effects discussed in Sect. 3, the evolution
of stars on elliptical orbits in the Galactic centre can be predicted
by assigning them an equivalent RSC star from the grid of models
we presented earlier. Recall now our assumption in Sect. 2.2 that
WIMPs instantaneously thermalise with the stellar material. This is
almost certainly not a good approximation on the timescale of just
5 orbits. We therefore probably overestimate annihilation rates and
how closely they track capture during such stars’ early years, since
annihilation takes longer to catch-up with capture when instanta-
neous thermalisation is not assumed. As our primary goal is to pre-
dict the long-term evolution on the basis of the initial capture rate,
we don’t expect this approximation to have a large impact here. We
plan to directly test all these assumptions in later papers, using sin-
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Figure 11. Evolution of a 1 M�, Z = 0.02 star on a highly elliptical orbit close to the central back hole, followed for 5 orbits in the beginning of its lifetime
(left) and at an age of half a billion years (right). The orbit is that listed in the final line of Table 6.2. Dark matter velocities follow an isothermal distribution
with v̄ = 270 km s−1, truncated at the local escape velocity, and densities follow the AC+spike profile. WIMP capture occurs exclusively around apoapsis
despite this being the point at which the ambient WIMP density is lowest, thanks to the stars very low orbital velocity. Early in the evolution, before capture
and annihilation have equilibrated and the WIMP population has stabilised, the total population, annihilation rate and resultant WIMP luminosity undergo
punctuated increases each time the star goes through a period of capture. In the evolved star on the right, the equilibrium population of WIMPs provides a
buffer against the transient nature of capture, and the evolution is essentially smooth. Because explicitly following the evolution on an elliptical orbit is highly
time-consuming, between these two plots the star was allowed to evolve on an artificial circular orbit with the same initial mean capture rate as exhibited in
the left panel. Because of the finite temporal resolution, some of the peaks at periapsis are not properly resolved; because capture here is effectively zero, this
has no effect upon the evolution.

gle simulations with very long runtimes and explicitly simulating
the thermalisation process.

Under these assumptions, we evolved the star of Fig. 11 for
a further half a billion years with a constant equivalent RSC den-
sity of 3 × 109 GeV cm−3, to let it fully adjust to the effects of its
captured WIMPs. We then put it back on the same elliptical orbit,
where it was allowed to evolve for a further 5 orbits (right panel
of Fig. 11). As an evolved dark star, it continues to capture in the
same punctuated manner as during its early years. Now that the star
has built up an equilibrium population of WIMPs though, its total
population and annihilation rate are essentially immune to the tran-
sient nature of capture. The small decrease in the total population
and annihilation rate over the 100 yr shown here is just due to a
slight mismatch between the chosen equivalent RSC density and
the actual mean capture rate on the elliptical orbit.

In an attempt to prevent very rapid changes in the capture rate,
we limited timesteps to those which would prevent the ratio ρχ

v?
shifting by more than 30 per cent in a single step. Because the
evolution code has trouble with convergence when timesteps are
reduced too far, we also had to impose a lower limit to timesteps
of 0.5–1.7 yr in order to prevent the above criterion breaking con-
vergence as stars passed through periapsis. Luckily, periapsis turns

out to be the least important part of the orbit for the calculation of
the mean capture rate and the actual evolution, so the only conse-
quence of this is aesthetic: some of the peaks and troughs in Fig. 11
are not fully resolved.

Fig. 12 shows the mean capture rates achieved by all stars in
this grid of models, assuming a truncated isothermal velocity distri-
bution. Thanks to the additional capture window opened at apoap-
sis, stars following elliptical orbits have their capture rates boosted
by up to 20 orders of magnitude beyond what they would have
achieved on the equivalent circular orbit. The more elliptical the or-
bit, the slower the star is moving at apoapsis, so the more dark mat-
ter it is able to capture. Whilst stars in the two orbital classes with
constant periods reach apoapsis further from the black hole with
increasing orbital ellipticity, the reduction in capture rate caused by
the resulting decrease in dark matter density at apoapsis is com-
pletely outweighed by the increase in capture brought on by the
reduced star-WIMP relative velocities. The ellipticity boost is most
marked for shorter orbital periods, as stars on shorter-period orbits
have the most to lose by following circular orbits (due to their very
high circular velocities), yet the most to gain by following elliptical
orbits (because they sample regions of higher dark matter density).

Referring to Fig. 2, the stars of Fig. 12 evolved in the
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Figure 12. Mean capture rates achieved by stars on elliptical orbits with
periods of 50 years (top) and 10 years (middle), as well as orbits where the
star-black hole separation is 0.01 pc at apoapsis (bottom). Dark matter ve-
locities follow an isothermal distribution with dispersion v̄ = 270 km s−1,
truncated at the local Galactic escape velocity. Capture rates are boosted by
up to 20 orders of magnitude when stars follow elliptical rather than circular
orbits.
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upon capture from the N -body distribution.

➤

W
IM

P
lu

m
in

os
it

y,
lo

g 1
0

[ L
W

,m
a
x

L
n
u
c
(0

)

]

P = 10yr

Z = 0.02

Modified orbital ellipticity, log10(1− e)
−3 −2 −1 0

−6
−4

−2
0

2

0.6 M�, AC+spike

1.0 M�, AC+spike

1.5 M�, AC+spike

0.6 M�, NFW+spike

1.0 M�, NFW+spike

1.5 M�, NFW+spike

Figure 14. WIMP luminosities achieved by stars on orbits with 10-year pe-
riods around the Galactic centre. Annihilation can provide up to 100 times
the power of nuclear fusion in stars on realistic orbits. If the Galactic halo
has undergone adiabatic contraction (AC+spike), annihilation rivals nuclear
fusion in stars on any orbit with an eccentricity greater than about e = 0.9,
for all masses less than or equal to 1.5 M�. If not (NFW+spike), stars of a
solar mass or less approach break-even between fusion and annihilation en-
ergy on orbits with e & 0.99. These curves have been obtained by applying
the boosts seen in Fig. 13 to the capture rates of Fig. 12, and then interpo-
lating within the results shown in Fig. 2 to obtain the resulting WIMP-to-
nuclear burning ratios. The arrow indicates that the 1 M�, AC+spike curve
is expected to continue in this direction, but there is no reliable way to con-
vert capture rates to WIMP luminosities in this region because the capture
rates and implied WIMP luminosities are beyond the range of convergence
of the benchmark models in Sect. 3. In the case of the least interesting orbits
(circular orbits in an NFW+spike density profile), capture rates and WIMP
luminosities are in fact below the limits of the grid in Sect. 3, so WIMP lu-
minosities are extrapolations based on the assumption that the scaling with
ambient WIMP density is the same at e = 0 as at e = 0.5.
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AC+spike density profile can all achieve break-even between
WIMP and nuclear luminosity if their orbits have a period of 10 yr
and e & 0.99. A 0.6 M� star can achieve this goal even on a 50-
year orbit, with ellipticity as low as e = 0.9, whilst a 1 M� star
can do the same for e & 0.99. With the NFW+spike density profile
and a truncated isothermal halo, stars will generally never achieve
the same level of energy output from WIMP annihilation as nuclear
burning (at least not if mχ > 100 GeV; cf. Fig. 3).

In Fig. 13, we show the impacts upon capture of going be-
yond the isothermal halo approximation. Here we illustrate the cap-
ture rates achieved by a 1 M� star on 10-year orbits through both
truncated and non-truncated versions of the N -body velocity dis-
tribution, and compare with the corresponding capture rates from
isothermal distributions. Regardless of the orbital ellipticity, cap-
ture is at least a factor of 3 (i.e. half an order of magnitude) higher
from the standard version of the N -body distribution than from
the standard isothermal distribution. This difference blows signifi-
cantly when the distributions are truncated at the local escape ve-
locities and renormalised; whereas the truncation reduces capture
from the isothermal distribution (particularly at low ellipticities), it
leaves capture from the N -body halo entirely unaffected.

The truncatedN -body distribution boosts capture rates at high
ellipticities by a factor of 3–5 over the truncated isothermal distri-
bution, significantly increasing the range of orbits over which we
might expect to see dark stars. In Fig. 14 we estimate the long-term
behaviour of stars on the 10-year orbits by combining the capture
rates seen in Fig. 12, the boosts seen in Fig. 13 and the results from
our benchmark simulations in Sec. 3. Here we have made the ap-
proximation that boosts do not depend upon the stellar mass or halo
density profile; that is, we adjusted the capture rates of all stars by
the difference between the truncatedN -body and truncated isother-
mal curves in Fig. 13, depending only upon the orbits which stars
followed. We then interpolated within the data of Fig. 2 to obtain
WIMP luminosities from the adjusted capture rates, which included
interpolating further amongst the curves of Fig. 2 to obtain data for
1.5 M� stars.

Fig. 14 shows that the effects of WIMPs can be drastic, with
the energy produced by WIMP annihilation outstripping that of nu-
clear fusion by up to a factor of 100. Indeed, some of the adjusted
capture rates imply a WIMP luminosity even greater than that of
any star we were able to reliably evolve in the grid of benchmark
models (indicated by an arrow pointing in the direction one would
expect the curve to continue in). We now see from Fig. 14 that even
the NFW+spike density profile can actually produce stars where
annihilation comes close to breaking even with nuclear burning
(P ≈ 10 yr, e & 0.99 and M? . 1 M�). With the AC+spike pro-
file, the same is true of stars with masses of up to 1.5 M�, following
orbits with eccentricities e & 0.9. If one were to perform the same
conversion on capture rates achieved by stars on other orbits, pos-
tulating similar boosts as seen on 10-year orbits and assuming an
AC+spike density profile, stars of M? . 1 M� would also achieve
break-even for e & 0.9 with orbital periods of up to 50 years.

Finally, we point out that the magnitude of these results de-
pends upon the chosen WIMP mass (Fig. 3). As such, one expects
the final WIMP luminosities shown in Fig. 14 to be even further
boosted for WIMPs lighter than 100 GeV, but suppressed for higher
masses. The dependence of the capture rate and final WIMP-to-
nuclear burning ratio upon the WIMP mass becomes weaker for
smaller velocity dispersions, at least in an isothermal halo. Whilst
we have not explicitly investigated how this picture changes in a
halo with a non-Gaussian velocity distribution, we would expect
similar behaviour. With velocity dispersions given by Eq. 4.14, we

therefore expect WIMP luminosities in the N -body distribution to
have some dependence upon the WIMP mass, though not so pro-
nounced as seen in Fig. 3. This dependence should theoretically
allow one to place limits upon the WIMP mass in the event of ei-
ther a positive or null detection of dark stars at the Galactic centre.

6.3 Binaries and higher-multiplicity stellar systems

Although we have not calculated the WIMP luminosities achiev-
able by systems consisting of more than one star, our results with
single stars make it easy to comment on this scenario. If a bi-
nary system’s internal orbital plane was partially aligned with its
gross orbit about the Galactic centre, the motions of its component
stars would at various stages counteract the motion of the system
about the central black hole. At certain times the component stars
would have far smaller velocities relative to the WIMP halo than
if they were orbiting as single stars on a similar orbit, resulting in
increased capture rates. The systems most effective at achieving
this boost would be those with the highest orbital speeds, as these
would produce the greatest reduction in the relative velocity be-
tween stars and WIMPs. This effect would therefore be strongest
in short-period, low-separation, higher-mass binary systems. Since
the effects of WIMP annihilation are most marked in low-mass
stars though, the optimal configuration would be a close binary
with a maximal mass difference. A system consisting of ∼1M�
and ∼4M� partners orbiting with a period of 5 hr would have an
orbital velocity of∼700 km s−1, enough to have a profound impact
upon capture rates shown in Fig. 11, for example. In favourable
cases, binary systems could mimic the effects of highly eccentric
orbits upon capture rates, allowing stars on almost circular orbits to
achieve significant capture rates, and further boosting capture rates
from elliptical orbits. Similar effects could be expected in systems
consisting of three or more stars, though their stability on orbits
close to the Galactic Centre might be doubtful; indeed, even bina-
ries might not survive for long near the central black hole (Perets
2009).

6.4 Observational constraints and prospects

Single stars on circular orbits capturing dark matter from an isother-
mal halo cannot achieve WIMP luminosities any greater than 1
per cent of their nuclear luminosities. Even if the WIMP velocities
were not isothermal, but instead followed the N -body distribution,
Fig. 13 indicates that capture would not be boosted by more than
an additional factor of 5. From the results of Sect. 3, we know that
log10[LW,max/Lnuc(0)] . −1 would not result in any significant
change to a star’s structure or evolution. Whilst this level of WIMP
luminosity would create small convective cores in some stars, po-
tentially interesting for asteroseismology of Galactic centre popu-
lations some time in the distant future, we find it very unlikely that
main-sequence dark stars would exist outside binaries on any cir-
cular orbits in the Milky Way. Stars following elliptical orbits are
not only far more likely to be dark stars, but are also considerably
more common at the Galactic centre.

The central 30 pc of the Milky Way not only contains a
3−4×106M� black hole, but also two of the densest star clusters
in the Galaxy, including the Arches cluster. In the late 1980s, an un-
usual star with broad H I and He I emission lines was detected less
than 0.5 pc from the central compact radio source, SgrA*, which
is thought to be associated with the central black hole (Forrest
et al. 1986; Allen et al. 1990). Because the centre of the Galaxy
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is shrouded with dust, observations can only take place in the in-
frared, so the normal spectral information used to identify stars is
not available. Over the next few years, an increasing number of
such stars were discovered, appearing to be helium-rich blue super-
giants and Wolf-Rayet stars, with masses of up to 100 M� (Krabbe
et al. 1991, 1995). The presence of such young stars close to the
Galactic centre was difficult to understand, as it was unclear how a
gas cloud could condense to form a star in a region so close to the
central black hole due to the extreme tidal forces there. This prob-
lem came to be known as the ‘Paradox of Youth’ (Sanders 1992;
Morris 1993). Recent work has increased the number of known OB
stars in the central parsec of the Galaxy to close to 100, excluding
the central square arcsecond (Paumard et al. 2006). These young
stars appear to form two counter rotating discs, suggesting that they
are possibly associated with different star formation events in dense
accreting matter (Levin & Beloborodov 2003; Genzel et al. 2003;
Paumard et al. 2006).

The very fact that we know the mass of the central black hole
itself is due to the discovery and subsequent tracking of stars even
closer than the young He I stars: a cluster of stars was discovered
in the 1990s within the central square arcsecond, and dubbed the
‘SgrA* stellar cluster’ (Genzel et al. 1997). The stars in this cluster
(referred to as S stars, E stars or SO stars apparently depending
upon the native language of the lead researcher) move extremely
close to the central black hole. The star which has been observed
moving closest to the central black hole is called S14, E2 or SO-16,
and was seen within 45 AU, or only 600 Schwarszchild radii, of the
black hole (Ghez et al. 2005). The kinematics of the SgrA* cluster
is such that stars are on randomly oriented, highly elliptical orbits,
rather than circular ones confined to a single disc.

Near-infrared observations of the S stars made with the Keck
telescope and VLT revealed that their atmospheres did not contain
CO (Genzel et al. 1997), setting a lower bound on their surface
temperatures. Further work led to the conclusion that the S stars are
in fact simply 10–15 M� main-sequence stars (Ghez et al. 2005;
Martins et al. 2008). The short main-sequence lifetimes of such
high-mass stars (∼107 yr) presents a further Paradox of Youth at the
Galactic centre, not explainable by star formation in an accretion
disc due to the random orientation of the S-star orbits.

Many have tried to explain the presence of the S stars. One
idea is that they formed far from the Galactic centre (perhaps in
the Arches cluster) and subsequently migrated inwards (Gerhard
2001). Another is that they formed in situ during an earlier era when
the density was much larger than it is today (Levin & Beloborodov
2003). They could also be old stars which look young because they
have collided with other stars (Genzel et al. 2003), a scenario rem-
iniscent of the blue straggler phenomenon in globular clusters. A
rather convincing explanation is that they were originally members
of binaries belonging to one of the outer discs, which were per-
turbed either by interactions between the discs (Löckmann et al.
2008) or by interactions with other massive objects (Perets et al.
2007). The three-body interaction then caused one star from each
binary to become tightly bound to the black hole, and the other to
be ejected as a hypervelocity star.

What implications might dark stars have for this picture? We
have already seen that stars burning dark matter have significantly
increased main-sequence lifetimes. One might then imagine a sce-
nario whereby stars are created elsewhere and migrate to the Galac-
tic centre, where the presence of dark matter extends their lifetimes.
This might provide an alternative explanation for either the S stars
or the outer stellar discs of OB-type stars. However, such an ex-
planation is incomplete. The problem with models where stars are

created elsewhere and migrate to the centre of the Galaxy is that the
inspiralling timescale is typically very large compared to their main
sequence lifetime. One would therefore expect that stars should
have left the main sequence by the time they arrive at the central
region. Furthermore, we have shown that more massive stars re-
quire higher dark matter densities than low mass ones to experience
any structural changes; it is highly unlikely that a star as massive as
10 M� could capture enough WIMPs to significantly alter its main-
sequence evolution on any realistic orbit near the Galactic centre.
One possibility is that such a star could reach the end of its main
sequence lifetime during the migration, arrive at the Galactic cen-
tre and then begin capturing large numbers of WIMPs. If burning
WIMPs during its post-main-sequence evolution made such a star
begin to resemble an OB or Wolf-Rayet star, or revert to looking
outwardly like a main sequence star, this could provide an addi-
tional explanation for the dense stellar discs or the S stars, respec-
tively. We will consider the prospect of post-main-sequence dark
stars in a later paper.

Whilst such an explanation for the Paradox of Youth must be
considered improbable, it is interesting to remember that the S stars
are indeed on more elliptical orbits than other stars at the Galactic
centre, which would be consistent with them having accreted far
more dark matter than others (Zhu et al. 2008).

More promising is the possibility that future observations of
the Galactic centre will reveal fainter, lower-mass stars (although
there is some suggestion that the initial mass function within the
central parsec could be top heavy; Maness et al. 2007). If the bi-
nary disruption scenario is indeed the source of the S stars, one
would expect that the bursts of star formation which created them
in the outer discs would also have produced lower-mass stars. Some
such stars would form in binaries, and could conceivably follow
the same path to the Galactic centre as the S stars. This would pro-
duce a population of low-mass stars in the central square arcsecond
with randomly-oriented, highly elliptical orbits similar to those of
the S stars. Likewise, most of the other explanations for the origin
of the S stars could also involve formation and subsequent migra-
tion/disruption of a lower-mass population alongside the S stars,
also leading to a population of potential low-mass dark stars.

Finally, the prospect of dark stars forming in binary systems
opens a very promising channel through which they might be ob-
served. Stars within a binary can be compared photometrically if
they have similar brightness, allowing their masses and evolution-
ary states to be determined. In some cases, binaries might consist
of a low-mass star which is significantly affected by WIMP cap-
ture and annihilation, and a high-mass partner which is too mas-
sive to show any effects whatsoever. The most striking example of
this would be a binary consisting of a low-mass star ‘frozen’ by
WIMP burning (resembling a protostar) and a higher-mass com-
panion which had evolved all the way into a white dwarf, though
such a system would be difficult to observe at the Galactic centre
because of the faintness of the white dwarf.

7 CONCLUSIONS

When the energy injected due to the annihilation of WIMPs ap-
proaches that of nuclear burning, the capture of weakly interacting
dark matter will significantly alter the structure and evolution of
stars on the main sequence. Stars on circular orbits in the Milky
Way are extremely unlikely to achieve sufficient capture rates for
this to occur unless they are present in binaries. Stars orbiting close
to the Galactic centre on elliptical orbits have their capture rates

c© 2009 RAS, MNRAS 394, 82–104
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strongly boosted in comparison to those on circular orbits. The
velocity distribution of dark matter near the Galactic centre may
be highly non-Gaussian, further boosting capture rates on ellip-
tical orbits by nearly an order of magnitude. Assuming that the
nuclear-scattering cross-sections are equal to their current exper-
imental limits, that dark matter forms a spike around the super-
massive black hole at the Galactic centre, and that the dark matter
distribution on larger scales has undergone adiabatic contraction,
stars of 1 M� and below will reach break-even between annihila-
tion and fusion energy on orbits with periods of up to 50 years and
eccentricities as low as 0.9. 1.5 M� stars can achieve the same goal
with comparable orbital eccentricities if they orbit the central black
hole in 10 years or less. Without adiabatic contraction of the galac-
tic halo, orbits at least as short as this and eccentricities of about
0.99 are required for stars of a solar mass and below to become
dark stars.

These requirements are likely to be significantly relaxed for
stars in binary systems. A binary consisting of a low-mass protostar
and a highly-evolved massive star would make the impact of WIMP
annihilation very hard to deny.

The observation of one or more stars at the Galactic centre ex-
hibiting the properties we have described would strongly suggest
the influence of WIMP dark matter. Conversely, since we have as-
sumed scattering cross-sections compatible with the current exper-
imental limits, the observation of even a single completely normal
star or binary on the orbits we have discussed would allow one to
place stringent limits on the properties of dark matter and its den-
sity at the Galactic centre. If one instead assumed a particular halo
model for dark matter at the Galactic centre, the dependence of the
capture rate upon the WIMP mass and spin-dependent scattering
cross-section would allow one to derive limits on these parameters
which are highly competitive with current direct-detection sensitiv-
ities. If a star were seen on an orbit where we expect effects even
without adiabatic contraction of the Galactic halo on large scales
(i.e. M . 1 M�, P . 10 yr, e & 0.99), then the derived limits
could be made mostly independent of the halo model.
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Ultracompact minihalos have been proposed as a new class of dark matter structure. They would be

produced by phase transitions in the early Universe or features in the inflaton potential, and constitute

nonbaryonic massive compact halo objects today. We examine the prospects of detecting these minihalos

in gamma rays if dark matter can self-annihilate. We compute present-day fluxes from minihalos produced

in the eþe" annihilation epoch and the QCD and electroweak phase transitions. Even at a distance of

4 kpc, minihalos from the eþe" epoch would be eminently detectable today by the Fermi satellite or air

Čerenkov telescopes, or even in archival EGRET data. Within 2 kpc, they would appear as extended

sources to Fermi. At 4 kpc, minihalos from the QCD transition have similar predicted fluxes to dwarf

spheroidal galaxies, so might also be detectable by present or upcoming experiments.
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The identity of dark matter remains one of the key

outstanding problems in physics. Weakly interacting mas-

sive particles (WIMPs) provide a compelling solution [1]

because their weak-scale masses and cross sections make

for a natural explanation of the observed abundance of dark

matter. As most proposed WIMPs are their own antiparti-

cles, high WIMP densities would also lead to high rates of

self-annihilation. Annihilation products might then pro-

vide indirect evidence of the nature of dark matter.

Gamma rays are particularly attractive in this respect, as

they do not suffer the same problems of deflection and

attenuation as massive, charged species.

It was proposed [2] that dark matter could be massive

compact halo objects (MACHOs) of condensed baryons,

e.g., brown dwarfs or faint stars. These are ruled out as the

dominant component of dark matter by the cosmic micro-

wave background (CMB; [3]), Big Bang nucleosynthesis

[4], and microlensing searches [5]. Primordial black holes

(PBHs) are an alternative, disfavored by their energetic

evaporation, gravitational influence [6], and the large pri-

mordial density perturbations required for their production

(! * 30%). For comparison, the initial density perturba-

tions from inflation were !# 10"5.

Ricotti and Gould [7] proposed a nonbaryonic MACHO

that avoids these constraints and presents a promising new

target for microlensing searches. Formation proceeds simi-

larly to PBHs, whereby small-scale density perturbations

in the early Universe collapse to a compact body. A small-

scale power spectrum that is the same as observed on large

scales [3] provides insufficient power for this to occur.

Perturbations could however be enhanced by features in

the inflaton potential, or phase transitions in the early

Universe [8]. If a perturbation is small, matter will not be

sufficiently compressed to form a black hole, leaving only

a compact cloud of gas and dark matter. This mechanism

requires density contrasts of just ! * 10"3 to proceed so is

far more viable than PBH formation. If such ultracompact

minihalos (UCMHs) exist, they will be ultradense and

excellent targets for indirect detection of WIMPs [9].

Here, we investigate gamma-ray signals expected from

UCMHs containing WIMP dark matter. We consider

UCMHs produced in three phase transitions in the early

Universe: electroweak symmetry breaking (TEW $
200 GeV), QCD confinement (TQCD $ 200 MeV), and

eþe" annihilation (Tee $ 0:51 MeV). We first discuss

the masses, density profiles, and primordial abundance of

UCMHs, then WIMP models and annihilation channels.

We present predicted fluxes and discuss prospects for

detection with satellite missions and Air Čerenkov tele-

scopes (ACTs). In an appendix, we also give explicit

predictions from a supersymmetric framework with a neu-

tralino WIMP [10].

Following matter-radiation equality, ultracompact mini-

halos accrete matter by radial infall [7] as

MhðzÞ ¼ !m

!
1þ zeq

1þ z

"

; (1)

where MhðzÞ is the total mass of the UCMH at redshift z,
and zeq is the redshift of matter-radiation equality. We

assume that UCMHs at z ¼ 0 grew only until z ¼ 10,
because by this time structure formation would have pro-

gressed sufficiently far to prevent further accretion [11].

The initial mass of the overdensity is !m ( !)MHðzXÞ,
where MHðzXÞ is the horizon mass at the time of phase

transition X, and in this case, ! ¼ 10"3. We take zeq þ 1 ¼
2:32) 104!mh

2 [12], giving zeq ¼ 3160 with !mh
2 ¼

0:136 from the current best fit to the CMB, large-scale

structure and Type Ia supernovae [3].

During radiation domination, the horizon mass is [13]

MHðzÞ $ MHðzeqÞ
!
1þ zeq

1þ z

"
2

: (2)
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As TðzÞ / g*SðzÞ"ð1=3ÞRðzÞ"1
/ g*SðzÞ"ð1=3Þð1þ zÞ [12],

with R the scale factor of the Universe and g*S the number

of effective entropic degrees of freedom, this becomes

MHðTÞ $ MHðTeqÞ
!
g*SðTeqÞ1=3Teq

g*SðTÞ1=3T

"
2

: (3)

The horizon mass, temperature, and effective entropic

degrees of freedom at equality can be estimated as

MHðTeqÞ ¼ 6:5) 1015ð!mh
2Þ"2 ¼ 3:5) 1017M+ [6],

Teq ¼ 5:5!mh
2 ¼ 0:75 eV and g*SðzeqÞ ¼ 3:91 [12]. At

the phase transitions, g*SðTEWÞ ¼ 107, g*SðTQCDÞ $ 55

and g*SðTeeÞ ¼ 10:8 [12], giving !mfEW;QCD;eeg ¼ f5:4)
10"10; 8:4) 10"4; 3:9) 102gM+.

The dark matter density profile in an ultracompact mini-

halo is [7]

"#ðr; zÞ ¼
3f#MhðzÞ

16$RhðzÞ3=4r9=4
; (4)

in the radial infall approximation. Here, the dark matter

fraction is f# ¼ !CDM=!m ¼ 0:834 [3], and

!
RhðzÞ
pc

"

¼ 0:019

!
1000

zþ 1

"!
MhðzÞ
M+

"
1=3

(5)

is the maximum extent of the UCMH at redshift z.
The dark matter in an ultracompact minihalo could be

further concentrated if baryons collapse and contract the

gravitational potential. We calculated the density profile

after adiabatic contraction using the method of Blumenthal

et al. [14]. This assumes that rMðrÞ is conserved at all r,
where MðrÞ is the mass within radius r, and that orbits of

the dissipationless WIMPs do not cross. We assumed that a

fraction F of the total halo mass condenses to a constant-

density baryonic core of radius rcore. We considered F ¼
10"2, 10"3, and rcore=Rh ¼ 5) 10"2, 10"3. The effect of

the contraction is small for the larger core radius, so we

show results only for rcore=Rh ¼ 10"3. Because the in-

duced contraction at r is given by the increase in the

baryonic mass within r, the contraction caused by a

constant-density baryonic core is most pronounced around

the core’s edge. This is in contrast to the contraction of

halos around adiabatically formed black holes, where the

baryons collapse to a central point, steepening the dark

matter density profile at all radii. The dark matter density

in the very center of a halo does not rise significantly in the

contraction unless the new baryonic distribution also has a

pronounced spike at the very center.

UCMHs also erode over time as dark matter annihilates

away; being ultracompact and ancient, this effect is highly

significant. A simple way to estimate the maximum density

"max at time t in a halo born at ti is [15]

"ðrcutÞ ( "max ¼
m#

h%viðt" tiÞ
; (6)

where m# is the WIMP mass and h%vi is the annihilation
cross section (multiplied by the collisional velocity and

taken in the zero-velocity limit). We truncate the density

profiles at r ¼ rcut, setting the density within this radius

equal to "max. For UCMHs seen today, t ¼ 13:7 Gyr [3].
For noncontracted UCMHs, ti ¼ tðzeqÞ ¼ 59 Myr [16] be-

cause they have existed since the time of equality. For

contracted profiles, ti ¼ tð10Þ ¼ 0:49 Gyr [16], as they

were concentrated at z ¼ 10.
To estimate the cosmological abundance of UCMHs,

one integrates the probability distribution of primordial

density perturbations between the UCMH formation

threshold (!# 10"3) and the PBH threshold (!# 0:3).
We approximate the distribution as Gaussian [17], giving

a relic density at matter-radiation equality of

!UCMHðMHÞ ¼
Z 0:3

10"3

!
ffiffiffiffiffiffiffi

2$
p

%ðMHÞ
exp

!

" !2

2%ðMHÞ2
"

d!:

(7)

Here, %ðMHÞ2 is the variance of perturbations at MH.

Assuming a scale-independent perturbation spectrum of

index n, and normalizing to the perturbations observed in

the CMB, % can be approximated as [17]

%ðMHÞ ¼ 9:5) 10"5ðMH=10
56 gÞð1"nÞ=4: (8)

On CMB scales, n# 1 [3]. However, the CMB probes only

a limited number of modes. A different power law could

plausibly dominate at the small scales relevant to UCMH

formation; indeed, many inflationary models give a run-

ning spectral index [6], and phase transitions could pro-

duce scale-dependent features in the power spectrum [8].

The present limit at the scale of PBH/UCMH formation is

n & 1:25 [17]. As they grow by a further factor of 290

[Eq. (1)] between equality and z ¼ 10, UCMHs formed in

the eþe" annihilation epoch could account for, e.g., #1%
of today’s dark matter if n ¼ 1:15. For the QCD and

electroweak phase transitions, similar abundances could

be obtained for n ¼ 1:09–1:11.
The gamma-ray flux fromWIMP annihilation, in a solid

angle "! and integrated above energy Eth, is

#ðEth;"!Þ ¼ 1

8$m2
#

X

f

Z m#

Eth

dNf

dE
dEh%fvi

)
Z

"!

Z

l:o:s:
"2ð!; lÞdld!; (9)

where dNf=dE is the differential photon yield from the fth

annihilation channel. The final integral runs over the line of

sight to the halo. For a spherically symmetric halo appear-

ing as a point source at distance d, this is

#ðEthÞ¼
1

2d2m2
#

X

f

Z m#

Eth

dNf

dE
dEh%fvi

Z Rh

0
r2"2ðrÞdr:

(10)

We use d ¼ 4 kpc as our canonical value because the best
UCMHs for microlensing searches lie towards the Galactic

bulge [7], but our results can be rescaled to any d. With a
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mass fraction of 1% and 2:1) 109M+ of dark matter

within 4 kpc of Earth {assuming a Navarro–Frenk–White

(NFW) halo [18]}, we expect 1) 1014 electroweak, 9)
107 QCD or 200 eþe" UCMHs within 4 kpc. At 4 kpc, all

UCMHs are point sources to current experiments, though

below we discuss situations where they might be seen as

extended objects.

In Fig. 1, we show gamma-ray fluxes from UCMHs

containing WIMPs annihilating into either b $b or &þ&".
We computed these with parton-shower photon yields from

PYTHIA 6.4 [19] in DARKSUSY 5.05 [20]. The b $b channel is

common in supersymmetric models, and the &þ&" chan-

nel is prominent in models which fit the PAMELA and

Fermi electron excesses [21,22]. For the b $b channel, we

use the canonical cross section h%vi ¼ 3) 10"26 cm3 s"1

implied by the relic density. For &þ&", we apply a boost

factor of 100, corresponding to the Sommerfeld enhance-

ment necessary to explain the electron data in many mod-

els. If a UCMH were situated sufficiently nearby, however,

its compactness might provide the required boost factor

without needing any Sommerfeld enhancement.

Despite the increased density, adiabatic contraction does

not greatly increase the gamma-ray flux. This is because

the flux profile is dominated by the central region, which is

not strongly contracted. The Sommerfeld enhancement we

used for the &þ&" channel increases rcut, making the flux

profile less concentrated at the center and therefore more

responsive to increases in density near rcore. If rcore , rcut
or rcore - rcut, this effect is absent.
In Fig. 1, we show representative point-source sensitiv-

ities of EGRET [23] and Fermi [24] above 100 MeV.

Figure 2 gives the expected fluxes as a function of thresh-

old energy, allowing for a direct comparison with the

sensitivities of current and upcoming ACTs [25,26].

FIG. 1 (color online). Integrated fluxes above 100 MeV for

UCMHs annihilating into either b $b or &þ&" pairs at a distance

d ¼ 4 kpc. Curves are shown for different phase transitions and

degrees of adiabatic contraction. Adiabatically contracted

UCMHs are assumed to have a fraction F of their mass collapsed

into a constant-density baryonic core of radius 10"3Rh. Also

shown are approximate 5%, power-law, high-latitude, point-

source sensitivities for 2 weeks of pointed EGRET [23] and

1 yr of all-sky Fermi-LAT [24] observations. Solid limits in-

dicate instruments’ nominal energy ranges; see also note [26].

FIG. 2 (color online). Fluxes from uncontracted UCMHs at

d ¼ 4 kpc, as a function of the energy threshold of the observing
experiment. Shaded areas show the regions accessible after a 1 yr

survey by the Fermi-LAT [24], and 50 hr of observation by

existing and planned Air Čerenkov Telescopes [25]. See also

note [26].
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UCMHs formed in the eþe" annihilation epoch should

be observable by either Fermi, MAGIC, or HESS, depend-

ing upon the WIMP mass. They could have already been

seen by EGRET in some cases, effectively ruling out the b $b
channel up to multi-TeV masses. Given their radial flux

profiles, UCMHs from the eþe" epoch within d# 2 kpc
should even appear as extended sources to Fermi. The

nondiscovery to date of a point source with the spectral

characteristics of annihilating dark matter suggests that the

amplitude of perturbations generated by eþe" annihilation

in the early Universe was ! < 10"3. A dedicated analysis

of the EGRET and Fermi catalogues (particularly uniden-

tified sources) is required for this statement to be made

more definite. Such a study might even reveal some UCMH

candidates. Limits from ACTs are more difficult to obtain,

as UCMHs could have simply been missed by observing

the wrong parts of the sky. On the other hand, if micro-

lensing searches towards the Galactic bulge detect a

UCMH from the eþe" transition, it can be definitively

followed up by ACTs.

UCMHs from the QCD phase transition are not yet

visible at d ¼ 4 kpc, but their predicted fluxes are compa-

rable to those of dwarf galaxies (e.g., [27]). If their abun-

dance and the distance of the nearest example from Earth

were favorable, they might be seen by Fermi or future

instruments like the Čerenkov Telescope Array (CTA).

UCMHs from the electroweak phase transition will proba-

bly not be detectable soon unless some lie within#1 lyr; in
any case, light UCMHs might face formation problems

from kinetic coupling of dark matter and free-streaming.

These results have important implications. Because of

Eq. (6), the microlensing profiles of UCMHs containing

WIMPs could differ from those of Ref. [7]. The additional

annihilation products generated by UCMHs early in their

lives could have an impact upon the ionization history of

the Universe, and photons from the extra annihilation

might modify the extragalactic gamma-ray background.

If models explaining the Fermi and PAMELA electron

excesses are accurate, UCMHs would also inject more

electrons into the intergalactic medium and increase in-

verse Compton scattering of the CMB at all wavelengths.
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APPENDIX: FLUX PREDICTIONS IN THE
CMSSM

Fig. 3 shows neutralino annihilation fluxes predicted
in the Constrained Minimal Supersymmetric Standard
Model (CMSSM), for UCMHs formed in the e+e− epoch.
We performed a global CMSSM fit using SuperBayeS [1],
including CMB constraints on the relic density, accelera-
tor searches for sparticles and the Higgs boson, the muon
g − 2, the B̄s − Bs mass difference, and limits on rare
B-decays. Details can be found in Ref. 1. Fluxes show a
familiar band of high probability from points in the focus
point region, due to clustering around the canonical an-
nihilation cross-section compatible with the relic density.
A lower-probability region is also seen, corresponding to
models where stau co-annihilation is significant. The en-
tirety of the allowed CMSSM parameter space should be
accessible by current instruments if UCMHs were formed
in the e+e− epoch. Predictions for UCMHs arising in
the QCD and electroweak transitions look similar, but
are shifted to lower fluxes as in Figs. 1 and 2.
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FIG. 3: Expected fluxes in the context of the CMSSM, for
UCMHs formed in the e+e− annihilation epoch, integrated
above 100 MeV. Contours indicate 1 and 2σ confidence inter-
vals. Fits included a range of experimental data, and required
that the neutralino is the only component of dark matter.
Predictions from the QCD and electroweak transitions look
similar, but are ∼5.5 and ∼12 orders smaller, respectively.
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Abstract. The dwarf galaxy Segue 1 is one of the most promising targets for the indi-
rect detection of dark matter. Here we examine what constraints 9 months of Fermi-LAT
gamma-ray observations of Segue 1 place upon the Constrained Minimal Supersymmetric
Standard Model (CMSSM), with the lightest neutralino as the dark matter particle. We
use nested sampling to explore the CMSSM parameter space, simultaneously fitting other
relevant constraints from accelerator bounds, the relic density, electroweak precision observ-
ables, the anomalous magnetic moment of the muon and B-physics. We include spectral and
spatial fits to the Fermi observations, a full treatment of the instrumental response and its
related uncertainty, and detailed background models. We also perform an extrapolation to
5 years of observations, assuming no signal is observed from Segue 1 in that time. Results
marginally disfavour models with low neutralino masses and high annihilation cross-sections.
Virtually all of these models are however already disfavoured by existing experimental or
relic density constraints.
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1 Introduction

The identity of dark matter is one of the most compelling problems facing modern physics.
A wealth of viable theoretical candidates have been put forward (see e.g. [1–4]), with the
majority based on extensions to the standard model (SM) of particle physics. One of the
more durable suggestions is that dark matter consists of weakly-interacting massive parti-
cles (WIMPs), thermally produced in the early universe and therefore naturally present in
approximately the right cosmological abundance. Models of supersymmetry (SUSY) where
R-parity is conserved provide a prototypical WIMP candidate in the lightest neutralino. Low-
energy SUSY is also highly attractive because it generically solves the SM hierarchy problem
whilst simultaneously providing a favourable framework for gauge-coupling unification and
electroweak symmetry breaking [5, 6].

Because the neutralino is a Majorana particle, its self-annihilation opens a potential
channel for discovery via the observation of annihilation products like photons, hadrons
and leptons. Self-annihilation rates are proportional to the square of the particle density,
so any environment with a high density of dark matter is a good prospective target. In
practice, expected backgrounds from different targets strongly influence their suitability for
such indirect detection. Dwarf spheroidal galaxies have recently emerged as leading targets for
gamma-ray detection of dark matter [7–11], thanks to their high mass-to-light ratios [7, 12–
14] and small expected astrophysical backgrounds.

Segue 1 is probably the most promising object in this respect [15, 16], due to its extreme
dark matter domination (M/L ≈ 1320), relative proximity (23 kpc) and high latitude [14].
As with other dwarf galaxies, constraining the density profile of dark matter in Segue 1 is
difficult; being small and faint, very few stars are available to act as kinematic tracers of the
gravitational potential. Its spatial superimposition upon the leading arm of the Sagittarius
stream [17] complicates matters further, as do the partially degenerate impacts of dark mat-
ter, bulk rotation and magnetic fields upon the stellar velocity dispersion [18]. Indeed, the
status of Segue 1 as a dwarf galaxy rather than a star cluster, and therefore its domination
by dark matter, have been called into question [17, 19]. We will assume here that it is indeed
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a galaxy, an assertion strongly supported by further recent (but as yet unpublished) spectro-
scopic data [20]. These new data should also significantly reduce the uncertainty associated
with the density profile of dark matter within Segue 1. As of the time of writing, the best
available estimate of this profile comes from Markov-Chain Monte Carlo (MCMC) scans of
halo parameters and corresponding solutions to the Jeans equation, based on line-of-sight
velocities of 24 stars in Segue 1 [15].

The Large Area Telescope (LAT; [21]), aboard the Fermi satellite, is a high-energy,
pair-conversion gamma-ray space telescope. The LAT is designed to operate predominantly
in survey mode, and has been doing so since August 4, 2008. With its energy range (20 MeV to
over 300 GeV) and high spatial and spectral resolution (∆E/E ≈ 12%, point-spread function
< 0.1◦ at 100 GeV), the LAT is well-suited to gamma-ray searches for dark matter annihila-
tion. A major undertaking within the LAT collaboration has been to try to discover or place
limits upon theories of dark matter using Fermi observations of Milky Way dwarf galax-
ies and satellites, the Galactic centre, the Galactic halo and extragalactic sources [22–26].
The detector design also facilitates direct observation of cosmic-ray electrons [27], another
possibly relevant channel for dark matter indirect detection.

By any measure, SUSY is an extensive and highly developed addition to the SM, giving
rise to a wealth of potential experimental signatures beyond dark matter. Any explanation
of dark matter as a neutralino must therefore satisfy a host of other phenomenological con-
straints. Even within the minimal supersymmetric extension of the SM (the MSSM), the
low-energy phenomenology of the theory strongly depends upon the particular parameter-
isation employed in the soft SUSY-breaking sector, and the specific values of the chosen
parameters. Given that the most general soft SUSY-breaking Lagrangian in the MSSM has
over a hundred free parameters, one must choose some reduced parameterisation in order
to make any progress in fitting experimental data. One approach is to employ a low-energy
effective Lagrangian for the soft breaking terms, with various parameters set to zero or
made equal for computational convenience (and in order to avoid experimental constraints
on e.g. flavour-changing neutral currents). The alternative is to choose a specific breaking
scheme, such as gravity mediation in minimal supergravity (mSUGRA) [28], gauge media-
tion (GMSB) [29] or anomaly mediation (AMSB) [30], where a small number of breaking
parameters are defined and unified at some high energy, and the masses and couplings are
run down to low energy using the renormalisation group equations (RGEs) in order to obtain
phenomenological predictions.

In this paper we focus on the Constrained MSSM (CMSSM) as a convenient example
of one such high-energy parameterisation. This scheme is defined at the gauge coupling
unification scale (∼ 1016 GeV) in terms of 4 free continuous parameters and one sign:

{m0,m 1
2
, A0, tanβ, sgnµ}. (1.1)

Here m0 is the universal scalar mass, m 1
2

the gaugino mass parameter, A0 the trilinear
coupling between Higgs bosons, squarks and sleptons, tanβ the ratio of vacuum expectation
values of up-type and down-type Higgs bosons, and sgnµ the sign of the Higgs mixing param-
eter in the superpotential. We choose µ to be positive throughout this paper. The magnitude
of µ is set by the requirement that SUSY breaking radiatively induces electroweak symmetry
breaking; in this sense the CMSSM differs slightly from mSUGRA (where electroweak sym-
metry breaking is not strictly part of the definition and tanβ is swapped for the parameter B
— see e.g. [5]), but for nearly all intents and purposes the two can be considered equivalent.
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The CMSSM possesses a number of distinct regions where the relic density of the light-
est neutralino matches the observed dark matter abundance (see e.g. [31, 32] and references
therein). The majority of the CMSSM parameter space results in too high a relic density; re-
gions producing the correct amount of dark matter are those where some channel of neutralino
destruction is especially efficient. Until recently, most analyses focused on the so-called bulk
region at low m0 and m 1

2
, where neutralino annihilation proceeds efficiently by exchange of

light sleptons. This region is now mostly ruled out by collider limits on sparticle masses and
difficulty in meeting Higgs mass limits when both m0 and m 1

2
are small. The stau coannihi-

lation region occurs at low m0, where the stau is almost degenerate in mass with the lightest
neutralino. Here the correct relic density is achieved via co-annihilations between the two
sparticles rather than any increase in the neutralino self-annihilation cross-section. A similar
situation occurs in the stop coannihilation region, which exists at large negative A0. The stau
coannihilation region is still viable, but stop coannihilation is disfavoured by low-energy ex-
periments and Higgs constraints. In the focus point region at large m0, the lightest neutralino
picks up a significant Higgsino component, opening new annihilation channels and boosting
certain coannihilations. Finally, small ‘funnels’ of parameter space exist where neutralino
annihilation can be increased by a mass resonance with one of the MSSM Higgs particles
(i.e. where the Higgs in question has roughly twice the mass of the lightest neutralino). The
focus point and funnel regions are still allowed by present experimental constraints.

Scanning of MSSM parameter spaces is nowadays a highly developed art. Starting from
simple grid and random scans [33–37] within slices of the mSUGRA parameter space, efforts
expanded to MCMC searches of the full CMSSM/mSUGRA space [38], later also including
the most important SM uncertainties [32, 39]. As nested sampling [40, 41] has come to
replace the MCMC as the scanning technique of choice, hope has risen that MSSM scans
might now finally be globally convergent [42, 43]. New results with genetic algorithms [44],
however, suggest that current scanning techniques may yet have some distance to go in
this respect. Some authors have begun to focus on higher-dimensional low-energy effective
MSSM parameterisations [43, 45, 46], which provide for a broader range of phenomenological
consequences but are almost impossible to scan effectively without sophisticated algorithms
and substantial supercomputing resources. Explorations of SUSY-breaking schemes beyond
mSUGRA have also been carried out lately using similar parameter scans [47–50], as have
investigations of next-to-minimal SUGRA [51–53]. SUSY scans are generally either based
on the Bayesian posterior probability [39, 42, 43, 47], the direct use of the frequentist like-
lihood [32, 36, 49] (usually by a χ2 analysis), or a simple ‘in-or-out’ approach to individual
points being permitted by experimental data [33–35, 38].

MSSM scans have thus far focused on the constraints provided by particle experiments
and the dark matter relic density determined from the microwave background, sometimes to
produce corresponding predictions for astronomical observations (e.g. [15, 54–56]). To our
knowledge, none have so far included actual constraints from searches for annihilating dark
matter; this is no doubt because such constraints have only recently come within a reasonable
distance of model predictions.

In this paper, we include the first 9 months of the search for dark matter annihilation
in Segue 1 with Fermi in explicit CMSSM parameter scans. We use spectrally and spatially
resolved photon counts observed by the LAT to directly assess the likelihood of the different
regions in the CMSSM parameter space, then combine these with laboratory and cosmological
data to perform global fits to the model parameters. We also provide a predicted impact
on the parameter space after 5 years of observations. In section 2 we describe our analysis
techniques, before presenting results in section 3 and conclusions in section 4.
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2 Analysis

2.1 Gamma-rays from neutralino annihilation in dwarf galaxies

The expected differential gamma-ray flux per unit solid angle from a source of neutralino
annihilations is (see e.g. [57])

dΦ
dEdΩ

=
1 +BF

8πm2
χ

∑
f

dNγ
f

dE
σfv

∫
l.o.s.

ρ2
χ(l)dl. (2.1)

Here mχ is the neutralino mass, BF is the boost factor due to any unresolved substructure
in the source, f labels different annihilation final states, dNγ

f /dE is the differential photon
yield from any particular final state, σf is the cross-section for annihilation into that state,
v is the relative velocity between neutralinos, and the integral runs over the line of sight
to the source. In the absence of any bound states (i.e. Sommerfeld enhancements), massive
neutralinos move so slowly that they can effectively be considered to collide at rest, allowing
σfv to be replaced with the velocity-averaged term in the zero-velocity limit, 〈σfv〉0.

Three main channels contribute to the spectrum of neutralino annihilation. Through
loop processes, annihilation can proceed directly into two photons [58, 59]

dNγ
γγ

dE
= 2δ(E −mχ), (2.2)

or into a Z boson and a photon [60]

dNγ
Zγ

dE
= δ

(
E −mχ +

m2
Z

4mχ

)
, (2.3)

giving a monochromatic gamma-ray line. A hard spectrum can also be produced by the so-
called internal bremsstrahlung (consisting of final-state radiation and virtual internal brems-
strahlung), generated when a photon is emitted from a virtual particle participating in the
annihilation diagram [61]. Finally, continuum gamma-rays can be produced by annihilation
into quarks, leptons and heavy gauge bosons (including the Z from the Zγ line), which sub-
sequently decay via π0 to softer photons. The cross-sections and resultant spectral yields for
each of these processes are directly calculable from the SUSY parameters which define a point
in e.g. the CMSSM parameter space (after appropriate RGE running). We use DarkSUSY [62]
for this calculation.

The integral and boost factor in eq. (2.1) are determined by the dark matter distribution
in the astrophysical source. We use the Einasto profile [63]

ρ(r) = ρs exp

{
−2n

[(
r

rs

) 1
n

− 1

]}
(2.4)

to describe the average dark matter content of Segue 1, where n is the Einasto index and
rs and ρs are the scale radius and density, respectively. This profile is somewhat more con-
servative than the traditional NFW [64], in the sense that it is less steep in the central
regions, leading to generally better agreement with observations of various dark matter ha-
los [63, 65, 66]. It is also slightly more dense at intermediate radii. The adopted form of the
density profile actually makes little overall difference to the expected flux. This is because
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in general, dwarf galaxies will appear either as point sources or very close to pointlike to the
LAT, meaning that observations mostly probe the full halo rather than just the central cusp.

We use the best-fit values of the scale radius and scale density found by Martinez et
al. [15] in their recent fits to stellar kinematic data (rs = 0.07 kpc, ρs = 3.8 GeV cm−3).
Since Martinez et al. found no preference for a particular Einasto index, we adopt the central
value considered in their scans, n = 3.3. We note that the fits were not only influenced by
the kinematic data, but also by a theoretical prior imposed by assuming the same correlation
between rs and ρs as seen in subhalo populations of theoretical N -body simulations of cold
dark matter structure formation. Whilst this presents no real problem, it is encouraging
to see that additional kinematic data [20] largely dominate the prior in more recent fits.
The same authors performed an extensive investigation of the possible substructure boosts
in Segue 1, showing that all BF values between 0 and ∼70 are compatible with kinematic
data and small-scale structure predictions within the CMSSM, with the most likely value
depending strongly on the particular model employed for the concentration-mass relation.
We therefore employ two indicative values for the boost factor: a rather pessimistic case,
BF = 1, and an optimistic case, BF = 50. It is important to note that BF = 0 has a very
low probability in the results of Martinez et al.

2.2 Observations and instrumental considerations

We considered photon events observed in a 10 square degree, stereographically-projected
section of the sky centred on Segue 1 (RA,Dec. = 151.763◦, 16.074◦ [14]). We applied cuts
on event zenith angles (θ < 105◦), energies (100 MeV < E < 300 GeV) and identifications
(only ‘diffuse class’ events — see [21]). All data were processed using the same reconstruction
algorithms and instrument response functions (IRFs) as the publicly-released first-year data.
Counts and corresponding exposures were placed into 64 × 64 spatial and 14 logarithmic
energy bins. The resultant energy-integrated map of photon counts is shown in figure 1.

The Fermi-LAT IRFs consist of the effective area, point-spread function (PSF) and
energy dispersion. We factored the effective area of the telescope into our calculations of the
exposure for each bin of observed photon counts, using the the standard analysis tools avail-
able from HEASARC, specifically ScienceTools 9.11.1 We convolved our modelled gamma-ray
fluxes with the PSF and energy dispersion of the LAT using the publicly-available Fortran90
library FLATlib [67], which was designed specifically for performing this task quickly enough
to be useful in MSSM scans. Full Fermi-LAT IRFs are defined not only as a function of pho-
ton energy, but impact angle with respect to the telescope zenith (and even azimuthal angle,
though the dependence is weak). FLATlib achieves its fast convolution by averaging the IRFs
over impact angles, allowing the integral over the PSF to be cast as a true convolution and per-
formed by fast spectral methods. The energy integral cannot be performed in a similar way,
because all three IRFs remain energy-dependent. FLATlib performs this integral explicitly, us-
ing a fast importance-sampling technique which utilises the rough resemblance of the energy
dispersion function to a Gaussian. For the sake of computational speed, we truncated the PSF
at a width of 3.2◦ in the scans we present in this paper. With the present IRF set, this is well
beyond the LAT’s 95% containment resolution at e.g. 100 GeV (≈ 0.3◦) or even 1 GeV (≈ 2◦).

2.3 Likelihoods from Segue 1

The expected spatial extent of Segue 1 in the gamma-ray sky, if it shines with dark matter
annihilation, is comparable to the width of the LAT PSF. This puts Segue 1 on the borderline

1Available at http://fermi.gsfc.nasa.gov/ssc/data/analysis/software/.
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Figure 1. Photon counts observed by Fermi in the region around Segue 1 during the first 9 months
of LAT operation in all-sky survey mode. Counts are integrated over all energies between 100 MeV
and 300 GeV. The red cross shows the exact location of the centre of Segue 1, and the red box shows
the region included in our likelihood calculations.

between a predicted point source and a predicted extended source. For every set of CMSSM
parameters, we computed model spectra at each pixel in the inner 6× 6 square shown in red
in figure 1. We took care to explicitly integrate the density profile over the innermost 2× 2
pixels as a whole, so as to correctly capture the contribution of the very centre of the galaxy
(located at their vertex). We compared the predicted spectra with the observed ones in each
of the 36 pixels to obtain a likelihood based on 504 data points, which we then included in
the total likelihood for that point in our CMSSM scan. We chose only to include the inner
36 pixels in the CMSSM likelihood simply because these are the only pixels where there is a
predicted signal at any significant level.

All modelled spectra explicitly included contributions from gamma-ray lines, internal
bremsstrahlung and continuum radiation. To properly model the observed event counts
in the region around Segue 1, we also took the Galactic and isotropic diffuse emissions
into account. We used a preliminary form of the GALPROP fit to the emission observed by
Fermi [68] to describe the Galactic diffuse emission. The contribution of the isotropic diffuse
emission, presumably originating from extragalactic sources, is much weaker and depends on
the Galactic diffuse model adopted. To describe this, we adopted an isotropic power law
model with index −2.1, derived from EGRET observations by Sreekumar et al. [69]. The
models recommended by the LAT team were updated recently, and released to the Fermi
Science Support Centre. At the ∼50◦ latitude of Segue 1, the differences between the old
and new models are not important for this analysis. The normalisations for both backgrounds
were set to the best-fit values obtained in the preliminary 9-month LAT dwarf upper-limit
analysis [24, 70], based on the full 10 square degree region of interest rather than just the
inner 36 pixels included in our likelihoods. No sources were detected in this region in the
first 9 months of LAT operation.
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Because of the very low statistics observed in LAT photon counts towards Segue 1, a χ2

estimation of the likelihood is inappropriate in this case. We calculated the likelihood using
a binned Poissonian measure

L =
∏
j

θ
nj
j e−θj

nj !
, (2.5)

or, recast in the more familiar minus log-likelihood form (analogous to half the χ2),

− lnL =
∑
j

[θj + ln(nj !)− nj ln(θj)] . (2.6)

Here nj and θj are the observed and predicted number of counts respectively, in the jth
bin. This prescription clearly accounts for statistical errors by definition, but including
systematic errors is less obvious. To do so, one can marginalise over an assumed probability
density function (PDF) of a systematic error in a semi-Bayesian manner, treating it as a
nuisance parameter. If we consider a systematic error that has the impact of consistently
rescaling the observed number of counts as nj → εnj (i.e. a constant percentage systematic
error |1− ε|), and assume a Gaussian form with width σε for the PDF of ε, the marginalised
log-likelihood is (see e.g. [71])

− lnL = −
∑
j

ln


1√

2πσε

∫ ∞
0

(εθj)nje−εθj exp
[
−1

2

(
1−ε
σε

)2
]

nj !
dε

 (2.7)

= −
∑
j

ln

{
θnj√

2πσεnj !

∫ ∞
0

εnj exp

[
−εθj − 1

2

(
1− ε
σε

)2
]

dε

}
. (2.8)

The integral is only analytically soluble for θj < σ−2
ε , which is not generally true when dealing

with small statistics; we performed it numerically for each likelihood evaluation.
We included estimated systematic errors from the LAT effective area (f) and our mod-

elled spectra (τ) by combining them in quadrature, i.e. σε(Ej) =
√
f(Ej)2 + τ2. Note the

explicit energy dependence of f ; for the present IRF set, f(Ej) ranges from 10% at 100 MeV,
to 5% at 562 MeV, to 20% at 10 GeV. We interpolated between these values linearly, and as-
sumed the edge values outside this range. We tuned the importance sampling algorithm used
by FLATlib using slower, more accurate standard numerical integration schemes, choosing a
sampling efficiency for our specific problem that would introduce an overall systematic theo-
retical error τ of no more than 5% in the normalisation of flux predictions. Other systematic
errors are no doubt also present in the theoretical predictions, but we expect the term from
the fast integration to dominate.

2.3.1 Extrapolation to 5 years of observations

To make predictions about the impact of 5 years of LAT observations, we explicitly assume
that no excess events will have been observed after this time. There is no correct way to
rescale Poissonian counts to longer timescales, so the Poissonian likelihood above cannot be
used when extrapolating to longer observing times. We instead set the ‘observed’ number
of photons equal to the number predicted by the background model, using rescaled 9-month
exposures. This prescription also avoids the erroneous shifts which confidence intervals based

– 7 –



J
C
A
P
0
1
(
2
0
1
0
)
0
3
1

on Poissonian statistics can sometimes experience due to a downward statistical fluctuation
of the background. In this case the observed counts become a continuous instead of a discrete
variable, so the problem of small statistics disappears. The appropriate likelihood measure
is then once more the χ2

χ2 =
∑
j

(Φmodel,j − Φobserved,j)
2

σ2
j

=
∑
j

(
θj−nj
Ej
)2

σ2
model,j + σ2

observed,j

, (2.9)

where Φmodel,j and Φobserved,j are the predicted and observed fluxes, σmodel,j and σobserved,j

are their standard deviations, and Ej is the exposure. The exposure is itself the product
of the effective area and observing time. The standard deviation of the predicted flux can
be estimated as simply the product of the predicted flux and the percentage systematic
theoretical uncertainty τ (5% in our case — see above), σmodel,j = τΦmodel,j . The standard
deviation in the observed flux can be estimated from the standard deviation of the observed
counts σnj , and the uncertainty on the exposure σEj , giving

σ2
observed,j =

(
nj
Ej

)2
(
σ2
nj

n2
j

+
σ2
Ej
E2
j

)
. (2.10)

Since the underlying physical process is still Poissonian, the best estimate of σnj is in fact
σnj =

√
θj . Furthermore, since the uncertainty in the observing time is negligible, σEj can

be estimated as simply the percentage systematic error of the effective area f(Ej) times the
actual exposure, σEj = f(Ej)Ej . We then have

σ2
observed,j =

(
nj
Ej

)2
(
θj
n2
j

+ f(Ej)2

)
(2.11)

=
Φmodel,j

Ej + Φ2
observed,jf(Ej)2, (2.12)

giving

χ2 =
∑
j

(Φmodel,j − Φobserved,j)
2

Φmodel,j

Ej + Φ2
observed,jf(Ej)2 + τ2Φ2

model,j

. (2.13)

We hasten to point out that constraints based on this extrapolation are probably overly
conservative, as we assume the same background rejection, systematic errors and background
model for both the 9-month analysis and the 5-year extrapolation. Our overall understanding
of the instrument will improve over time, as will our understanding of the background as
Fermi accumulates better statistics on the Galactic diffuse and extragalactic components,
leading to correspondingly better constraints on the annihilation cross-section. Kinematic
constraints upon the dark matter density profile of Segue 1 will also improve in time [20, 25],
which may impact constraints on CMSSM parameters.

2.4 CMSSM scans

We scanned the CMSSM parameter space using a modified version of SuperBayeS 1.35 [42],
employing the MultiNest [41] nested sampling algorithm with 4000 live points. In the plots we
show, all parameters except those shown on figure axes have been marginalised over in some
way. In the case of the frequentist profile likelihood, this is simply a matter of maximising
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the likelihood in the other dimensions of the parameter space. In the case of the Bayesian
posterior, the total posterior (prior times likelihood) is integrated over the other dimensions
of the space (for a review see e.g. [72]). Because we are somewhat more interested in the prior-
independent profile likelihood than the marginalised posterior,2 we prefer linear priors on the
CMSSM parameters because they are flat relative to the likelihood, causing the sampling
algorithm to proceed strictly according to the frequentist likelihood function. The effects of
alternative priors have already been discussed in detail for previous CMSSM scans [42].

We used DarkSUSY 5.04 for the relic density and indirect detection computations. This
allowed us to calculate internal bremsstrahlung spectra, and improved the continuum spec-
trum and relic density calculations. We also improved the interface between SuperBayeS and
DarkSUSY, most notably pertaining to the energies at which some particle masses were de-
fined.

Apart from the Fermi data, the experimental data and nuisance parameters which we
included in scans were identical to those in [42] and [44]. SM nuisance parameters were the top
and bottom quark masses and strong and electromagnetic coupling constants. Experimental
data were precision electroweak measurements of SM parameters from the Large Electron-
Positron collider (LEP), the relic density from 5-year Wilkinson Microwave Anisotropy Probe
(WMAP) fits (ΩDMh

2 = 0.1099 ± 0.0062 [73]), LEP constraints on sparticle masses, LEP
constraints on the Higgs mass, the anomalous magnetic moment of the muon (g − 2), the
B̄s − Bs mass difference, and branching fractions of rare processes b → sγ, B̄u → ντ− and
B̄s → µ+µ−. Details can be found in [42].

In our chosen configuration, completing the integration over the LAT IRFs for a given
point in the CMSSM parameter space required a similar order of magnitude in processing
time as a relic density calculation. Since the relic density computation is the main bottleneck
in MSSM scans, this meant that scans took roughly twice as much total processor time to
complete as a standard SuperBayeS run. One advantage of FLATlib, however, is that it can
employ the multi-threaded version of the FFTW library [74], allowing the IRF integration
to be performed with a considerably greater degree of parallelisation than the present relic
density routines.

3 Results and discussion

3.1 Fits to Fermi data only

In figure 2 we show results of scans where the likelihood function only included Fermi data,
LEP measurements of nuisance parameters and the requirements of physicality (the absence
of tachyons, that the neutralino is the lightest SUSY particle, and that electroweak symmetry
breaking is induced by SUSY breaking). Preferred values of the neutralino self-annihilation
cross-section and mass are shown for scans including 9 months of data, scans including the
extrapolation to 5 years of data, and a control case without any Fermi data. Preferred regions
are also given for both the pessimistic and optimistic boost factors discussed in section 2.1.

One apparent feature of figure 2 is the lack of viable models with large annihilation cross
sections for large neutralino masses. This feature is present simply because the annihilation
cross section goes as m−2

χ , causing it to fall off at higher masses.
Given the absence of any observed signal from Segue 1, Fermi data clearly disfavours

models with the highest cross-sections and lowest masses. This is expected, since higher
2We make the point, however, that both should be considered if one wants to gain as complete a picture

as possible of the preferred regions in an insufficiently-constrained parameter space like the CMSSM.
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cross-sections and lower masses lead to a larger predicted signal. That constraints are best
at lower neutralino masses is also consistent with the falling sensitivity of the LAT with energy
above about 50 GeV, and the reduced source statistics at higher energies. The improvement
in constraints when moving from the current 9 months of data to the 5-year predictions is
also roughly what would be expected from a

√
t improvement in sensitivity. This shows that

the two different likelihood estimators we employ give consistent results (we also checked this
explicitly for 9 months of data, finding very good agreement).

Predictably, the adopted boost factor plays a large role in determining the extent of
constraints brought to bear on the CMSSM by Segue 1. In the most pessimistic scenario, 9
months of LAT observations have no impact on confidence regions, as all disfavoured cross-
sections are larger than allowed by physicality arguments. In the most optimistic scenario, the
data disfavours all models with cross-sections greater than∼ 3×10−25 cm3 s−1. Improvements
in constraints when moving from BF = 1 to BF = 50 are consistent with the factor of 51/2
improvement in sensitivity expected from eq. (2.1), as the most pessimistic constraints lie
above the extent of contours in the upper middle panel of figure 2. Extrapolating to 5
years of observations, all values above 10−25 cm3 s−1 would be disfavoured, as would a region
extending down below 10−26 cm3 s−1 at the lowest masses. Once again, we caution the reader
that this extrapolation does not take into account systematic improvements in the background
and dark matter profile modelling after 5 years, nor in the LAT reconstruction algorithms
(see section 2.3.1).

For comparison, in figure 2 we also show the previously-presented, preliminary 95%
confidence level upper limit from 9 months of LAT observations [70]. This limit was derived
assuming annihilation proceeds only into bb̄ pairs. Apart from the obvious difference in overall
strategy (upper limits from an assumed final state versus inclusion in explicit model scans),
our analysis differs from the upper limit one in a number of ways. The upper limit was
derived assuming a point source for Segue 1, whereas we perform spatial fits; the upper limit
is based upon an NFW rather than Einasto density profile, and does not include systematic
errors nor a treatment of the energy dispersion.

Nonetheless, the areas disfavoured in our scans are broadly consistent with the 9 month
upper limit, a positive comment on the reliability of both analyses. Our corresponding ex-
clusions do however occur at somewhat higher cross-sections than in the upper limit analysis
(i.e. our exclusion region is above both the extent of coloured contours and the black line in
the upper middle panel of figure 2). This is to be expected, as our ability to exclude models
is degraded relative to the upper limit analysis by properly accounting for the systematic
error in the effective area. Because this error is energy-dependent, our exclusions also have
a slightly different energy-dependence than the 95% upper limit.

It should be noted that the degree of substructure apparent in the confidence regions
of figure 2 is unlikely to be physical, and is indeed probably something of an artefact of the
scanning technique (i.e. ‘scanning noise’). In the absence of any constraint on the annihilation
cross-section from the relic density, the vast majority of points providing a good fit to the
included data lie at much lower cross-sections. This prompts the scanning algorithm to
concentrate its efforts there, leaving the region in which we are most interested somewhat
poorly sampled. From a Bayesian point of view, one would say that when the relic density
is not included, this region sits well above the most likely annihilation cross-sections in the
CMSSM, so is not meant to be very well sampled by the nested sampling technique.

Because only a small number of models are disfavoured by including just Segue data in
the likelihood function, there is little overall impact on the favoured values of m0, m 1

2
, A0
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Figure 2. Neutralino self-annihilation cross-sections in the CMSSM, in the zero-velocity limit. Left :
with no constraining experimental data except measurements of SM nuisance parameters and phys-
icality requirements. Middle: constraints provided by 9 months of Fermi data on Segue 1, under
the most pessimistic (top) and optimistic (bottom) assumptions about the substructure boost factor.
Right : projected constraints after 5 years of Fermi observations. Colours indicate 68% (yellow) and
95% (red) confidence regions. The preliminary 95% confidence level upper limit on the annihilation
cross-section from 9 months of Fermi data, assuming 100% WIMP annihilation into bb̄ [70], is given
for comparison (black curve).

and tanβ beyond what is allowed purely on physicality grounds. We will show confidence
regions from global fits only for these parameters.

3.2 Global fits

In figure 3 we show the result of including the relic density constraint from the WMAP 5-year
data, along with all other experimental bounds. The effect is to favour models populating
two distinct regions: a broad strip around the canonical WIMP annihilation cross-section at
3× 10−26 cm3 s−1, and a low-mass region at smaller cross-sections, corresponding to models
where stau co-annihilations reduce the relic density to the observed level despite the very low
self-annihilation rates. The models disfavoured by Fermi observations of Segue 1 in figure 2
are here already strongly disfavoured by the relic density constraint, so the additional data
from the LAT appears to have little impact upon the preferred cross-sections and masses. A
slight reduction in the profile likelihoods of the lowest mass, highest cross-section corner of
the preferred region appears to be present in the extrapolation to 5 years of data.

The best-fit point is however rather different in the 9-month scan as compared to scans
without Fermi data, or with 5 years of mock observations (where we assumed that no excess
above background will be seen in 5 years). In the 9-month scan, the best fit occurs in the
focus point region, at a high annihilation cross-section and a low neutralino mass (〈σv〉 =
1.8 × 10−26 cm3 s−1, mχ = 95 GeV), whereas the best fits in the other cases are for stau
coannihilation models. This difference appears to be the result of a very small statistical
excess above the modelled background in the 9-month data. Because the corresponding
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Figure 3. Annihilation cross-sections in the CMSSM which fit all experimental constraints, assuming
the neutralino to be the dominant component of dark matter. Favoured regions are as implied by
existing experimental data only (left), and with the addition of 9 months of Segue 1 observations by
Fermi (middle). We also show the extrapolated impact of a non-observation of Segue 1 after 5 years
(right). Upper plots show profile likelihoods (where yellow and red indicate 68% and 95% confidence
regions respectively), while lower plots show marginalised posterior PDFs (where solid blue contours
give 68% and 95% credible regions). Solid dots indicate posterior means, whereas crosses indicate
best-fit points.

confidence regions are not substantially altered despite the movement of the best fit, the
excess would appear to be consistent with observational (statistical) noise. Given the range
of Fermi ’s sensitivity, it is thus not at all surprising that the best-fit would appear at this
location, falling right on the edge of the instrument’s sensitivity. This point may however be
an interesting one to watch as statistics improve.

It is instructive to note the difference in how the co-annihilation region is represented
in figure 3 by the profile likelihood and the marginalised posterior. Because the range of
CMSSM parameters spanned by the co-annihilation region is quite narrow (i.e. fine-tuned),
the total number of points in this region found by the scans is not particularly high, leading to
a relatively low posterior PDF. This is despite the fact that very good fits can be found with a
reasonably broad range of neutralino masses and cross-sections in this region, as evidenced by
its size in the profile likelihood plots. In this sense, the Bayesian posterior PDF can be seen
to penalise the co-annihilation region to a certain degree for being fine-tuned. Whether this
is a desirable characteristic or not is of course a matter of opinion. It is, however, important
to recognise that such information is only accessible by comparing the posterior PDF and the
profile likelihood; the information in their combination is greater than the sum of the parts.

A natural question to ask might be whether more interesting constraints could be ob-
tained from Segue 1 by allowing the neutralino to be a sub-dominant component of dark
matter. Unfortunately, this generally does not add a lot to the discussion when consid-
ering constraints from indirect detection with gamma-rays. Even though the relic density
is essentially inversely proportional to the annihilation cross-section, in mixed dark matter
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Figure 4. Annihilation cross-sections in the CMSSM which fit all experimental constraints, assuming
a ‘maximally dense’ dark matter halo profile for Segue 1. In this case, the halo scale radius and density
were chosen ∼2σ away from the best-fit values derived from stellar kinematic data. Here we again
assume the neutralino to be the dominant component of dark matter. Favoured regions are as implied
by 9 months of Segue 1 observations by Fermi (left), and extrapolations to 5 years of data assuming
no signal from Segue 1 (right). Shadings and markings are as per figure 3.

scenarios the density of neutralinos in Segue 1 becomes directly proportional to the relic
density. The expected signal is then increased due to the larger annihilation cross-sections
permitted by sub-dominant relic densities, but reduced by the reduction in signal due to the
reduced galactic densities. The net result is a reduction in the expected signal, since the
flux (eq. (2.1)) depends upon the first power of the annihilation cross-section, but the square
of the density. Thus for a decrease in the relic density such that Ωχ → Ωχ/X, the flux is
modified as Φ → X/X2Φ = Φ/X. The result is that the favoured cross-sections move to
higher values, but the constraints from Segue 1 move even further, providing less constrain-
ing power than when the neutralino is assumed to be the only component of dark matter.
This argument of course may not hold for points in the parameter space where the relic
density is not strictly inversely proportional to the annihilation cross-section, such as strong
co-annihilation or resonant annihilation scenarios. The former certainly are not probed by
the Segue 1 observations in any case, since they lie at very low annihilation cross-sections.
In principle though, highly fine-tuned points in the latter scenario could slightly modify the
impact of the Segue constraints in subdominant situations. As discussed below however, our
scans do not uncover a significant number of models where such a mechanism occurs.

In figure 4 we investigate whether variations in the dark matter profile of Segue 1,
within the errors of Martinez et al. [15], might also produce more interesting constraints.
Here we again take an Einasto profile (eq. (2.4)), but instead use parameters corresponding
to the most dark-matter-rich profile allowed at ∼2σ (rs = 10 pc, ρs = 70 GeV cm−3). The
corresponding constraints on annihilation cross-sections are indeed stronger than in figure 3,
but are still largely dominated by the relic density. This is not surprising, as even though
the scale density is a factor of 18 higher in this case, the smaller scale radius means that
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Figure 5. Preferred CMSSM parameter regions including Fermi-LAT observations of Segue 1 and
all other observables. Shadings and markings are as per figure 3. Preferred regions are very similar
whether one considers the existing 9 months of LAT data or extrapolates to 5 years of observations.

the higher density occurs at a smaller radius. In this sense the two parameters are partially
degenerate; because Fermi probes essentially the whole dwarf halo (as Segue 1 should appear
almost as a point source), and the total mass of Segue 1 is not substantially altered by the
change in halo parameters, the corresponding constraints are not massively improved. The
constraints coming from 9 months of data can be seen to cluster more tightly around the
best-fit point at low mass and high cross-section, but not to the point where significant parts
of the rest of the parameter space are excluded. This is consistent with our assertion above
that any excess can be explained in terms of statistical fluctuations.

The preferred CMSSM parameter regions including all constraints are shown in figure 5.
Given the marginal impact of Segue 1 observations on scans including the relic density, it is
not surprising that the regions are very similar to those shown in [42], even when using the
extrapolation to 5 years of observations. The stau co-annihilation region is clearly visible
at low m0 and m 1

2
, separated from the focus point region at larger m0. Scans indicate that

both regions are equally well-favoured, though the co-annihilation region tends to return
the best-fit point in most cases. The bulk region is mostly disfavoured by relic density and
LEP constraints [32], but persists at low masses in our scans, overlapping the co-annihilation
region in the m0–m 1

2
plane. The high-probability region at low tanβ in the A0–tanβ plane

favoured by the co-annihilation region shows up as a much smoother peak in our scans than
in some previous works [32, 39, 42]. We suspect that this is due to our use of the upgraded
version of DarkSUSY for the relic density calculation.

The ‘funnel’ region, where resonant annihilation can become important at very low m 1
2
,
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does not show up in our scans here. This is unsurprising, as the nested sampling algorithm is
designed to sample according to the total posterior mass, and the linear prior places a very
small scanning weight upon such fine-tuned regions at low mass. Nested sampling routines
only find this region when using logarithmic priors on m0 and m 1

2
[42], though normal

MCMC scans can find it a little more easily (e.g. [32, 39]). On the other hand, standard
MCMCs and nested sampling implemented with logarithmic priors sample the focus point
region less densely, causing them to sometimes miss the highest-likelihood points important
for a profile likelihood analysis. These difficulties are typical consequences of using scanning
algorithms designed for Bayesian analyses to compute the frequentist profile likelihood; a
more promising path for frequentist scans appears to be to use genetic algorithms [44]. Using
genetic algorithms, it seems possible to find all high-likelihood regions in a prior-independent
way, but the ability to effectively map their surroundings and produce reliable confidence
regions lags behind other techniques.

Some recent MCMC scans [49, 50] have not found large focus-point regions which fit all
experimental constraints well, leading the authors to claim that the co-annihilation region
is favoured by present data. In these cases, the reduced likelihood in the focus point region
relative to the co-annihilation region was almost entirely due to the fact that it is virtually
impossible to produce a good fit to the muon g − 2 with large values of m0 in the CMSSM.
Using nested sampling with linear priors however, and the physics and likelihood routines
within SuperBayes, one can find points in the focus point region where this effect is essentially
offset by a correspondingly better fit to other observables [42].

4 Conclusions

We have incorporated fits to 9 months of Fermi-LAT observations of the dwarf galaxy Segue
1 into explicit global CMSSM parameter scans. We included gamma-ray lines, internal
bremsstrahlung and secondary decay, as well as detailed characterisations of the detector
response, its uncertainties and the observed background. We have also presented scans
illustrating the estimated impact of a non-observation of dark matter annihilation in Segue
1 after 5 years of LAT operation.

The LAT data disfavour a small number of physically-viable CMSSM models with low
neutralino masses and high annihilation cross-sections, but results depend strongly upon the
assumed substructure boost factor in Segue 1. Such models are already strongly disfavoured
by relic density constraints. Extrapolating to 5 years of operation and assuming the most op-
timistic boost factor presently allowed by astronomical data, the absence of any annihilation
signal from Segue 1 would disfavour all models with cross sections higher than 10−25 cm3 s−1,
as well as a number at low mass with cross-sections as low as 10−26 cm3 s−1. Even at this level
however, the CMSSM models disfavoured by Fermi would already be essentially excluded
by existing data from the microwave background and terrestrial experiments.
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Abstract: The Constrained Minimal Supersymmetric Standard Model (CMSSM) is one
of the simplest and most widely-studied supersymmetric extensions to the standard model
of particle physics. Nevertheless, current data do not sufficiently constrain the model
parameters in a way completely independent of priors, statistical measures and scanning
techniques. We present a new technique for scanning supersymmetric parameter spaces,
optimised for frequentist profile likelihood analyses and based on Genetic Algorithms. We
apply this technique to the CMSSM, taking into account existing collider and cosmological
data in our global fit. We compare our method to the MultiNest algorithm, an efficient
Bayesian technique, paying particular attention to the best-fit points and implications for
particle masses at the LHC and dark matter searches. Our global best-fit point lies in the
focus point region. We find many high-likelihood points in both the stau co-annihilation and
focus point regions, including a previously neglected section of the co-annihilation region
at large m0. We show that there are many high-likelihood points in the CMSSM parameter
space commonly missed by existing scanning techniques, especially at high masses. This
has a significant influence on the derived confidence regions for parameters and observables,
and can dramatically change the entire statistical inference of such scans.

Keywords: Supersymmetry Phenomenology, Supersymmetric Standard Model,
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1. Introduction

New physics beyond the Standard Model (SM) is broadly conjectured to appear at TeV
energy scales. Particular attention has been paid to supersymmetric (SUSY) extensions of
the SM, widely hoped to show up at the Large Hadron Collider (LHC). One of the strongest
motivations for physics at the new scale is the absence of any SM mechanism for protecting
the Higgs mass against radiative corrections; this is known as the hierarchy or fine-tuning
problem [1]. Softly-broken weak-scale supersymmetry (for an introduction, see Ref. 2)
provides a natural solution to this problem via the cancellation of quadratic divergences in
radiative corrections to the Higgs mass. The natural connection between SUSY and grand
unified theories (GUTs) also offers extensive scope for achieving gauge-coupling unification
in this framework [3]. Supersymmetry has even turned out to be a natural component of
many string theories, so it may be worth incorporating into extensions of the SM anyway
(though in these models it is not at all necessary for SUSY to be detectable at low energies).

Another major theoretical motivation for supersymmetry is that most weak-scale ver-
sions contain a viable dark matter (DM) candidate [4]. Its stability is typically achieved
via a conserved discrete symmetry (R-parity) which arises naturally in some GUTs, and
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makes the lightest supersymmetric particle (LSP) stable. Its ‘darkness’ is achieved by
having the LSP be a neutral particle, such as the lightest neutralino or sneutrino. These
are both weakly-interacting massive particles (WIMPs), making them prime dark matter
candidates [4]. The sneutrino is strongly constrained due to its large nuclear-scattering
cross-section, but the neutralino remains arguably the leading candidate for DM.

Describing the low-energy behaviour of a supersymmetric model typically requires
adding many new parameters to the SM. This makes phenomenological analyses highly
complicated. Even upgrading the SM to its most minimal SUSY form, the Minimal Su-
persymmetric Standard Model (MSSM; for a recent review, see Ref. 5), introduces more
than a hundred free parameters. All but one of these come from the soft terms in the
SUSY-breaking sector. Fortunately, extensive regions of the full MSSM parameter space
are ruled out phenomenologically, as generic values of many of the new parameters allow
flavour changing neutral currents (FCNCs) or CP violation at levels excluded by experi-
ment.

One might be able to relate many of these seemingly-free parameters theoretically, dra-
matically reducing their number. This requires specification of either the underlying SUSY-
breaking mechanism itself, or a mediation mechanism by which SUSY-breaking would be
conducted from some undiscovered particle sector to the known particle spectrum and its
SUSY counterparts. Several mediation mechanisms (for recent reviews, see e.g. Refs. 5
and 6) have been proposed which relate the MSSM parameters in very different ways, but
so far no clear preference has been established for one mechanism over another. For a
comparison of some mediation models using current data, see Ref. 7. Gravity-mediated
SUSY breaking, based on supergravity unification, naturally leads to the suppression of
many of the dangerous FCNC and CP-violating terms. Its simplest version is known as
minimal supergravity (mSUGRA) [8, 9].

An alternative approach is to directly specify a phenomenological MSSM reduction
at low energy. Here one sets troublesome CP-violating and FCNC-generating terms to
zero by hand, and further reduces the number of parameters by assuming high degrees of
symmetry in e.g. mass and mixing matrices.

A hybrid approach is to construct a phenomenological GUT-scale model, broadly moti-
vated by the connection between SUSY and GUTs. Here one imposes boundary conditions
at the GUT scale (∼1016 GeV) and then explores the low-energy phenomenology by means
of the Renormalisation Group Equations (RGEs). One of the most popular schemes is the
Constrained MSSM (CMSSM) [10], which incorporates the phenomenologically-interesting
parts of mSUGRA. The CMSSM includes four continuous parameters: the ratio of the two
Higgs vacuum expectation values (tanβ), and the GUT-scale values of the SUSY-breaking
scalar, gaugino and trilinear mass parameters (m0, m1/2 and A0). The sign of µ (the
MSSM Higgs/higgsino mass parameter) makes for one additional discrete parameter; its
magnitude is determined by requiring that SUSY-breaking induces electroweak symmetry-
breaking. Despite greatly curbing the range of possible phenomenological consequences,
the small number of parameters in the CMSSM has made it a tractable way to explore
basic low-energy SUSY phenomenology.

Before drawing conclusions about model selection or parameter values from experimen-
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tal data, one must choose a statistical framework to work in. There are two very different
fundamental interpretations of probability, resulting in two approaches to statistics (for
a detailed discussion, see e.g. Ref. 11). Frequentism deals with relative frequencies, in-
terpreting probability as the fraction of times an outcome would occur if a measurement
were repeated an infinite number of times. Bayesianism deals with subjective probabili-
ties assigned to different hypotheses, interpreting probability as a measure of the degree
of belief that a hypothesis is true. The former is used for assigning statistical errors to
measurements, whilst the latter can be used to quantify both statistical and systematic
uncertainties. In the Bayesian approach one is interested in the probability of a set of
model parameters given some data, whereas in the frequentist approach the only quantity
one can discuss is the probability of some dataset given a specific set of model parameters,
i.e. a likelihood function.

In a frequentist framework, one simply maps a model’s likelihood as a function of the
model parameters. The point with the highest likelihood is the best fit, and uncertain-
ties upon the parameter values can be given by e.g. iso-likelihood contours in the model
parameter space. To obtain joint confidence intervals on a subset of parameters, the full
likelihood is reduced to a lower-dimensional function by maximising it along the unwanted
directions in the parameter space. This is the profile likelihood procedure [12, and refer-
ences therein]. In the Bayesian picture [13], probabilities are directly assigned to different
volumes in the parameter space. One must therefore also consider the state of subjective
knowledge about the relative probabilities of different parameter values, independent of
the actual data; this is a prior. In this case, the statistical measure is not the likelihood
itself, but a prior-weighted likelihood known as the posterior probability density function
(PDF). Because this posterior is nothing but the joint PDF of all the parameters, con-
straints on a subset of model parameters are obtained by marginalising (i.e. integrating)
it over the unwanted parameters. This marginalised posterior is then the Bayesian coun-
terpart to the profile likelihood. Bayesians report the posterior mean as the most-favoured
point (given by the expectation values of the parameters according to the marginalised
posterior), with uncertainties defined by surfaces containing set percentages of the total
marginalised posterior, or ‘probability mass’.

One practically interesting consequence of including priors is that they are a powerful
tool for estimating how robust a fit is. If the posterior is strongly dependent on the prior,
the data are not sufficient to constrain the model parameters. It has been shown that
the prior still plays a large role in Bayesian inferences in the CMSSM [14]. If an actual
detection occurs at the LHC, this dependency should disappear [44].

Clearly the results of frequentist and Bayesian inferences will not coincide in general.
This is especially true if the model likelihood has a complex dependence on the parameters
(i.e. not just a simple Gaussian form), and if insufficient experimental data is available.
Note that this is true even if the prior is taken to be flat; a flat prior in one parameter
basis is certainly not flat in every such basis. In the case of large sample limits both
approaches give similar results, because the likelihood and posterior PDF both become
almost Gaussian; this is why both are commonly used in scientific data analysis.

The first CMSSM parameter scans were performed on fixed grids in parameter space [15,
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16]. Predictions of e.g. the relic density of the neutralino as a cold dark matter candidate
or the Higgs/superpartner masses were computed for each point on the grid, and compared
with experimental data. In these earliest papers, points for which the predicted quantities
were within an arbitrary confidence level (e.g. 1σ, 2σ) were deemed “good”. Because all
accepted points are considered equivalently good, this method provides no way to deter-
mine points’ relative goodnesses-of-fit, and precludes any deeper statistical interpretation
of results.

The first attempts at statistical interpretation were to perform (frequentist) χ2 analyses
with grid scans [17]. Limited random scans were also done in some of these cases. Despite
some advantages of grid scans, their main drawback is that the number of points sampled in
an N -dimensional space with k points for each parameter grows as kN , making the method
extremely inefficient. This is even true for spaces of moderate dimension like the CMSSM.
The lack of efficiency is mainly due to the complexity and highly non-linear nature of the
mapping of the CMSSM parameters to physical observables; many important features of
the parameter space can be missed by not using a high enough grid resolution.

Another class of techniques that has become popular in SUSY analyses is based on more
sophisticated scanning algorithms. These are techniques designed around the Bayesian
requirement that a probability surface be mapped in such a way that the density of the
resultant points is proportional to the actual probability. However, the points they return
can also be used in frequentist analyses. Foremost amongst these techniques is the Markov
Chain Monte Carlo (MCMC) method [18–37], which has also been widely used in other
branches of science, in particular cosmological data analysis [38]. The MCMC method
provides a greatly improved scanning efficiency in comparison to traditional grid searches,
scaling as kN instead of kN for an N -dimensional parameter space. More recently, the
framework of nested sampling [39] has come to prominence, particularly via the publicly-
available implementation MultiNest [40]. A handful of recent papers have explored the
CMSSM parameter space or its observables using this technique [14, 32, 41–46], as well
as the higher-dimensional spaces of the Constrained Next-to-MSSM (CNMSSM) [47] and
phenomenological MSSM (pMSSM) [48]. MultiNest was also the technique of choice in the
supersymmetry-breaking study of Ref. 7. A CMSSM scan with MultiNest takes roughly a
factor of ∼200 less computational effort than a full MCMC scan, whilst results obtained
with both algorithms are identical (up to numerical noise) [14].

Besides improved computational efficiency, MCMCs and nested sampling offer other
convenient features for both frequentist and Bayesian analyses. In a fully-defined statisti-
cal framework, all significant sources of uncertainty can be included, including theoretical
uncertainties and our imperfect knowledge of the relevant SM parameters. These can be
introduced as additional ‘nuisance’ parameters in the scans, and resultant profile likeli-
hoods and posterior PDFs profiled/marginalised over them. In a similar way, one can
profile and marginalise over all parameters at once to make straightforward statistical
inferences about any arbitrary function of the model parameters, like neutralino annihila-
tion fluxes [27, 32, 46] or cross-sections [45]. The profiling/marginalisation takes almost
no additional computational effort: profiling simply requires finding the sample with the
highest likelihood in a list, whereas marginalisation, given the design of MCMCs and nested
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sampling, merely requires tallying the number of samples in the list. Finally, it is straight-
forward to take into account all priors when using these techniques for Bayesian analyses.

Although the prior-dependence of Bayesian inference can be useful for determining
the robustness of a fit, it may be considered undesirable when trying to draw concrete
conclusions from the fitting procedure. This is because the prior is a subjective quantity,
and most researchers intuitively prefer their conclusions not to depend on subjective as-
sessments. In this case, the natural preference would be to rely on a profile likelihood
analysis rather than one based on the posterior PDF. The question then becomes: how
does one effectively and efficiently explore a parameter space like the CMSSM, with its
many finely-tuned regions, in the context of the profile likelihood?

As a first attempt to answer this question, the profile likelihood of the CMSSM was
recently mapped with MCMCs [25] and MultiNest [14]. Despite the improved efficiency of
these Bayesian methods with respect to grid searches by several orders of magnitude, they
are not optimised to look for isolated points with large likelihoods. They are thus very
likely to entirely miss high-likelihood regions occupying very tiny volumes in the parameter
space. Such regions might have a strong impact on the final results of the profile likelihood
scan1, since the profile likelihood is normalised to the best-fit point and places all regions,
no matter how small, on an equal footing. It appears that in the case of the CMSSM there
are many such fine-tuned regions. This is seen in e.g. CMSSM profile likelihood maps with
different MultiNest scanning priors [14]. Given that the profile likelihood is independent
of the prior by definition, these results demonstrate that many high-likelihood regions are
missed when using a scanning algorithm optimised for Bayesian statistics. In order to make
valid statistical inferences in the context of the profile likelihood, the first (and perhaps
most crucial) step is to correctly locate the best-fit points. Setting confidence limits and
describing other statistical characteristics of the parameter space makes sense only if this
first step is performed correctly.

If one wishes to work confidently in a frequentist framework, some alternative scanning
method is clearly needed. The method should be optimised for calculating the profile
likelihood, rather than the Bayesian evidence or posterior. Even if the results obtained
with such a method turn out to be consistent with those of MCMCs and nested sampling,
the exercise would greatly increase the utility and trustworthiness of those techniques.

In this paper, we employ a particular class of optimisation techniques known as Genetic
Algorithms (GAs) to scan the CMSSM parameter space, performing a global frequentist
fit to current collider and cosmological data. GAs and other evolutionary algorithms have
not yet been widely used in high energy physics or cosmology; to our knowledge, their
only prior use in SUSY phenomenology [49] has been for purposes completely different to
ours2. There are two main reasons GAs should perform well in profile likelihood scans.
Firstly, the sole design purpose of GAs is to maximise or minimise a function. This is
exactly what is required by the profile likelihood; in the absence of any need to marginalise
(i.e. integrate) over dimensions in the parameter space, it is more important that a search

1Missing fine-tuned regions could even modify the posterior PDF if they are numerous or large enough.
2See e.g. Refs. 50–52 for their use in high energy physics, Ref. 53 for uses in cosmology and general

relativity, and Ref. 54 for applications to nuclear physics.
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algorithm finds the best-fit peaks than accurately maps the likelihood surface at lower
elevations. Secondly, the ability of GAs to probe global extrema excels most clearly over
other techniques when the parameter space is very large, complex or poorly understood;
this is precisely the situation for SUSY models. We focus exclusively on the CMSSM as
our test-bed model, but the algorithms could easily be employed in higher-dimensional
SUSY parameter spaces without considerable change in the scanning efficiency (as they
scale as kN for an N -dimensional parameter space). We compare our profile likelihood
results directly with those of the MultiNest scanning algorithm. This means that we also
compare indirectly with MCMC scans, because MultiNest and MCMCs give essentially
identical results [14]. We find that GAs uncover many better-fit points than previous
MultiNest scans.

This paper proceeds as follows: in Sec. 2 we briefly review the parameters of the
CMSSM, the predicted observables, constraints and bounds on them from collider and
cosmological observations. We then introduce GAs as our specific scanning technique of
choice. We present and discuss results in Sec. 3, comparing those obtained with GAs to
those produced by MultiNest. We include the best-fit points and the highest-likelihood
regions of the parameter space, as well as the implications for particle discovery at the
LHC and in direct and indirect dark matter searches. We draw conclusions and comment
on future prospects in Sec. 4.

2. Model and analysis

2.1 CMSSM likelihood

Our goal is to compare the results of a profile likelihood analysis of the CMSSM performed
with GAs to those obtained using Bayesian scanning techniques, in particular MultiNest.
For this reason, we work with the same set of free parameters and ranges, the same observ-
ables (measurable physical quantities predicted by the model) and the same constraints
(the observed values of observables, as well as physicality requirements) as in Ref. 14. We
also perform the theoretical calculations and construct the full likelihood function of the
model based on these variables and data in the same way as in Ref. 14. We limit ourselves
to just a brief review of these quantities and constraints here. For a detailed discussion,
the reader is referred to previous papers [14, 21, 24].

2.1.1 Parameters and ranges

As pointed out in Sec. 1, there are four new continuous parameters m1/2, m0, A0 and tanβ,
which are the main free parameters of the model to be fit to the data. There is also a new
discrete parameter, the sign of µ, which we fix to be positive.3

3The choice of positive µ is motivated largely by constraints on the CMSSM from the anomalous magnetic

moment of the muon δaSUSY
µ . The branching fraction BR(B → Xsγ) actually prefers negative µ (see, for

example, Ref. 41 and the references therein). µ > 0 was apparently chosen in earlier work [14] to stress the

seeming inconsistency between the SM predictions for δaSUSY
µ and experimental data. We employ the same

fixed sign in the present work for consistency, although it is of course possible to leave this a free discrete

parameter in any global fit.
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We add four additional nuisance parameters to the set of free parameters in our scans.
These are the SM parameters with the largest uncertainties and strongest impacts upon
CMSSM predictions: mt, the pole top quark mass, mb(mb)MS , the bottom quark mass eval-
uated at mb, αem(mZ)MS , the electromagnetic coupling constant evaluated at the Z-boson
pole mass mZ , and αs(mZ)MS , the strong coupling constant, also evaluated at mZ . These
last three quantities are computed in the modified minimal subtraction renormalisation
scheme MS.

The set of CMSSM and SM parameters together constitute an 8-dimensional parameter
space

Θ = (m0,m1/2, A0, tanβ,mt,mb(mb)MS , αem(mZ)MS , αs(mZ)MS), (2.1)

to be scanned and constrained according to the available experimental data. The ranges
over which we scan the parameters arem0,m1/2 ∈ (50 GeV, 4 TeV), A0 ∈ (−7 TeV, 7 TeV),
tanβ ∈ (2, 62), mt ∈ [167.0 GeV, 178.2 GeV], mb(mb)MS ∈ [3.92 GeV, 4.48 GeV],
1/αem(mZ)MS ∈ [127.835, 128.075] and αs(mZ)MS ∈ [0.1096, 0.1256].

2.1.2 Constraints: physicality, observables, and uncertainties

In order to compare the predictions of each point in the parameter space with data, one
has to first derive some quantities which are experimentally measurable. For a global
fit, one needs to take into account all existing (and upcoming) data, such as collider and
cosmological observations, and direct and indirect dark matter detection experiments. This
is indeed the ultimate goal in any attempt to constrain a specific theoretical model like the
CMSSM. Because our main goal in this paper is to assess how powerful GAs are compared
to conventional methods (in particular the MultiNest algorithm), we restrict our analysis to
the same set of observables and constraints as in the comparison paper [14]. These include
the collider limits on Higgs and superpartner masses, electroweak precision measurements,
B-physics quantities and the cosmologically-measured abundance of dark matter. These
quantities and constraints are given in Table 1.

The observables are of three types:

• The SM nuisance parameters. Although they are considered free parameters of the
model along with the CMSSM parameters, these are rather well-constrained by the
data, and therefore used in constructing the full likelihood function.
• Observables for which positive measurements have been made. These are the W -

boson pole mass (mW ), the effective leptonic weak mixing angle (sin2 θeff), anomalous
magnetic moment of the muon (δaSUSY

µ ), branching fraction BR(B → Xsγ), Bs–Bs
mass difference (∆MBs), branching fraction BR(Bu → τν), and dark matter relic
density (Ωχh

2) assuming the neutralino is the only constituent of dark matter.
• Observables for which at the moment only (upper or lower) limits exist, i.e. the

branching fraction BR(Bs → µ+µ−), the lightest MSSM Higgs boson mass mh (as-
suming its coupling to the Z-boson is SM-like), and the superpartner masses.

Our sources for these experimental data are indicated in the table. Note that there
are no theoretical uncertainties associated with the SM parameters, because they are si-
multaneously observables and free input parameters. For details about these quantities,
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Observable Mean value Uncertainties Reference

(standard deviations)

experimental theoretical

SM nuisance parameters

mt 172.6 GeV 1.4 GeV - [55]

mb(mb)
MS 4.20 GeV 0.07 GeV - [56]

αs(mZ)MS 0.1176 0.002 - [56]

1/αem(mZ)MS 127.955 0.03 - [57]

measured

mW 80.398 GeV 25 MeV 15 MeV [58]

sin2 θeff 0.23153 16× 10−5 15× 10−5 [58]

δaSUSY
µ × 1010 29.5 8.8 1.0 [59]

BR(B → Xsγ)× 104 3.55 0.26 0.21 [60]

∆MBs 17.77 ps−1 0.12 ps−1 2.4 ps−1 [61]

BR(Bu → τν)× 104 1.32 0.49 0.38 [60]

Ωχh
2 0.1099 0.0062 0.1 Ωχh

2 [62]

limits only (95% CL)

BR(Bs → µ+µ−) < 5.8× 10−8 14% [63]

mh > 114.4 GeV (SM-like Higgs) 3 GeV [64]

ζ2
h f(mh) (see Ref. 21) negligible [64]

mχ̃0
1

> 50 GeV 5% [65]

m
χ̃±1

> 103.5 GeV (> 92.4 GeV) 5% [66] ([67, 68])

mẽR > 100 GeV (> 73 GeV) 5% [66] ([67, 68])

mµ̃R > 95 GeV (> 73 GeV) 5% [66] ([67, 68])

mτ̃1 > 87 GeV (> 73 GeV) 5% [66] ([67, 68])

mν̃ > 94 GeV (> 43 GeV) 5% [69] ([67, 68])

mt̃1
> 95 GeV (> 65 GeV) 5% [66] ([67, 68])

mb̃1
> 95 GeV (> 59 GeV) 5% [66] ([67, 68])

mq̃ > 375 GeV 5% [56]

mg̃ > 289 GeV 5% [56]

Table 1: List of all physical observables used in the analysis. These are: collider limits on Higgs and

superpartner masses, electroweak precision measurements, B-physics quantities and the dark matter relic

density. For the sake of comparability, these are the same quantities and values as used in Ref. 14. The

upper sub-table gives measurements of SM nuisance parameters. The central panel consists of observables

for which a positive measurement has been made, and the lower panel shows observables for which only

limits exist at the moment. The numbers in parenthesis are more conservative bounds applicable only under

specific conditions. For details and arguments, see Refs. 14, 21 and 24. Table adapted mostly from Ref. 42.

experimental values and errors, particularly the reasoning behind theoretical uncertainties,
see Refs. 14, 21 and 24.

In order to calculate all observables and likelihoods for different points in the CMSSM
parameter space, we have used SuperBayeS 1.35 [70], a publicly available package which
combines SoftSusy [71], DarkSusy [72], FeynHiggs [73], Bdecay and MicrOMEGAs [74] in a
statistically consistent way. The public version of the package offers three different scanning
algorithms: MCMCs, MultiNest, and fixed-grid scanning. We have modified the code to
also include GAs. Other global-fit packages are also available: Fittino [36], for MCMC
scans of the CMSSM, SFitter [28], for MCMC scans of the CMSSM and also weak-scale

– 8 –



MSSM, and Gfitter [75], for Standard Model fits to electroweak precision data (SUSY fits
will soon be included as well). Amongst other search strategies, Gfitter can make use of
GAs.

In SuperBayeS, the likelihoods of observables for which positive measurements exist
(indicated in the upper and central panels of Table 1), are modeled by a multi-dimensional
Gaussian function. The variance of this Gaussian is given by the sum of the experimen-
tal and theoretical variances associated with each observable; the corresponding standard
deviations are shown in Table 1. For observables where only upper or lower limits ex-
ist (indicated in the lower panel of Table 1), a smeared step-function likelihood is used,
constructed taking into account estimated theoretical errors in calculating the predicted
values of the observables. For details on the exact mathematical forms of these likelihood
functions, see Ref. 21.

In addition to experimental constraints from collider and cosmological observations,
one must also ensure that each point is physically self-consistent; those that are not should
be discarded or assigned a very low likelihood value. Unphysical points are ones where
no self-consistent solutions to the RGEs exist, the conditions of electroweak symmetry-
breaking are not satisfied, one or more masses become tachyonic, or the theoretical assump-
tion that the neutralino is the LSP is violated. This is done in SuperBayeS by assigning
an extremely small (almost zero) likelihood to the points that do not fulfil the physicality
conditions.

2.2 Genetic Algorithms and profile likelihoods of the CMSSM

GAs [76–78] are a class of adaptive heuristic search techniques that draw on the evolu-
tionary ideas of natural selection and survival of the fittest to solve optimisation problems.
According to these principles, individuals in a breeding population which are better adapted
to their environment generate more offspring than others.

GAs were invented in early 1970s, primarily by John Holland and colleagues for solving
optimisation problems [79], although the idea of evolutionary computing had been intro-
duced as early as the 1950s. Holland also introduced a formal mathematical framework,
known as Holland’s Schema Theorem, which is commonly considered to be the theoreti-
cal explanation for the success of GAs. Now, about thirty years after their invention, GAs
have amply demonstrated their practical usefulness (and robustness) in a variety of complex
optimisation problems in computational science, economics, medicine and engineering [77].

The idea is very simple: in general, solving a problem means nothing more than
finding the one solution most compatible with the conditions of the problem amongst many
candidate solutions, in an efficient way. In most cases, the quality of different candidate
solutions can be formulated in terms of a mathematical ‘fitness function’, to be maximised
by some algorithm employed to solve the problem. With a GA, one repeatedly modifies
a population of individual candidate solutions in such a way that after several iterations,
the fittest point in the population evolves towards an optimal solution to the problem.

These iterative modifications are designed to imitate the reproductive behaviour of
living organisms. At each stage, some individuals are selected randomly or semi-randomly
from the current population to be parents. These parents produce children, which become
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the next generation of candidate solutions. If parents with larger fitness values have more
chance to recombine and produce children, over successive generations the best individual
in the population should approach an optimal solution.

Because GAs are based only on fitness values at each point, and are insensitive to the
function’s gradients, they can also be applied to problems for which the fitness function
has many discontinuities, is stochastic, highly non-linear or non-differentiable, or possesses
any other special features which make the optimisation process extremely difficult. GAs
are generally prescribed when the traditional optimisation algorithms either fail entirely or
give substandard results. These properties make GAs ideal for our particular problem, as
the CMSSM has exactly those unruly properties.

In what follows, we describe the general algorithmic strategy employed in a GA, fol-
lowed by our particular implementation for a profile likelihood analysis of the CMSSM.

2.2.1 Main strategy

Denote the full model likelihood by L(Θ), where Θ is the set of free parameters introduced
in Eq. 2.1. This function, as a natural proxy for the goodness-of-fit given a fixed number
of degrees of freedom, indicates how fit each particular Θ, or individual, is. It is thus a
good choice for the genetic fitness function. We now want to find a specific individual, say
Θmax, for which the fitness function L(Θ) is globally maximised.

Consider a population of I candidate individuals Θi (i = 1, ..., I). Denote this entire
population by P . This population is operated on K times by a semi-random genetic
operator G to produce a series of new populations P k, where (k = 1, ...,K) and P k =
GP k−1. The ith individual in the kth generation is Θk

i . For the general fitness of individuals
to improve from one generation to the next, G must clearly depend upon L(Θ).

The search must be initialised with some starting population P 0, which is then evolved
under the action of G until some convergence criterion T is met. At this stage, the algo-
rithm returns its best estimate of Θmax as the individual Θ where L(Θk

i ) is maximised.
If G and T have been chosen appropriately, this should occur at k = K, i.e. in the last
generation. This algorithm can be summarised as follows:

initialisation:

P 0 := {Θ0
i }, ∀i ∈ [1, I]

k := 0
reproduction loop:

do while not T
k := k + 1
generating new population through genetic operators:

P k := GP k−1

end do
reading the best-fit point:

Θmax := Θm
l where L(Θm

l ) = max {L(Θk
i )}, ∀i ∈ [1, I], ∀k ∈ [1,K]

Three main properties define a GA. Firstly, G operates on a population of points rather
than a single individual. This makes GAs rather different from conventional Monte Carlo
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search techniques such as the MCMC, though the nested sampling algorithm does also act
on a population of points. The parallelism of a GA means that if appropriate measures
of population diversity are incorporated into the algorithm, local maxima in the likelihood
surface can be dealt with quite effectively; if a population is required to maintain a certain
level of diversity, concentrations of individuals clustering too strongly around local maxima
will be avoided by the remaining members of the population. This parallelism increases
the convergence rate of the algorithm remarkably.

Secondly, G does not operate directly on the real values of the parameters Θi (the
phenotype), but acts on their encoded versions (the chromosomes, or genotype). Depending
on the problem, individuals can be encoded as a string of binary or decimal digits, or even
more complex data structures. G then acts on the chromosomes in the current generation
based only on their fitnesses, i.e. the likelihood function in our case. No further information
is required for the GA to work; this means discontinuities in the likelihood function or its
derivatives have virtually no affect on the performance of the algorithm.

Finally, the transition rules used in G are probabilistic, not deterministic. The con-
stituent genetic operators contained within G are the key elements of the algorithm, and
how they act on different populations defines different types of GAs. In our case

G = RMCS, (2.2)

where S is the selection procedure (how parents are selected for breeding from a source pop-
ulation), C is the crossover (how offspring are to inherit properties from their parents), M is
the mutation process (random changes made to the properties of newly-created offspring),
and R is the reproduction scheme used to place offspring into a broader population. C and
M are stochastic processes defined at the genotype level, whereas S and R are phenotype-
level processes, semi-random and essentially deterministic in nature, respectively.

The randomised operators of GAs are strongly distinct from simple random walks.
This is because every new generation of individuals inherits some desirable characteristics
from the present generation. Crossover (or recombination) rules play a crucial role in
determining how the parents create the children of the next generation. The children are
not copied directly to the next population; mutation rules specify that a certain degree
of random modification should be applied to the newly-produced offsprings’ chromosomes.
Mutation is very important at this stage, since it is often the only mechanism preventing the
algorithm from getting stuck in local maxima; its strength is typically linked dynamically
to some measure of population diversity.

The reproduction loop is terminated whenever T is fulfilled. In our case, whenever a
predefined number of generations N have been produced (i.e. K ≡ N). The termination
parameter (i.e. the number of generations N) and the chosen termination criterion itself
depend upon the particular problem at hand and how accurate a solution is required. The
fittest individual in the final population is then accepted as the best-fit solution to the
problem. If one is also interested in mapping the likelihood function in the vicinity of
the best-fit points, so as to be able to plot e.g. 1 and 2σ confidence regions for different
CMSSM parameters, then it is useful to also retain all the individuals produced during the
iterations of the algorithm.
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2.2.2 Our specific implementation

Although any algorithm with the basic features described above ensures progressive im-
provement over successive generations, to guarantee absolute maximisation one usually
needs to implement additional strategies and techniques, depending on the particular prob-
lem at hand. To implement a GA for analysing the CMSSM parameter space, we have
taken advantage of the public GA package PIKAIA [80, 81]. Here we briefly describe the
options and ingredients from PIKAIA 1.2 that we used in our GA implementation; the
majority of these were the default choices.
• Fitness function: A natural fitness function to choose is the log-likelihood of

the model, lnL(Θ). This function is however always negative (or zero). Since PIKAIA

internally seeks to maximise a function, and this function must be positive definite, we
chose the inverse chi-square (i.e. 1

χ2 ) as the simplest appropriate fitness function. Except
for the way we adjust the mutation rate for different generational iterations (see below), all
the other genetic operators implemented in our algorithm are functions only of the ranking
of individuals in the population; the actual values of the fitness function at these points do
not matter as long as the ranking is preserved.
• Encoding: We encode individuals in the population (i.e. points in the CMSSM

parameter space) using a decimal alphabet. That is, a string of base 10 integers, such
that every normalised parameter θi is encoded into a string d1d2...dnd , where the di ∈ [0, 9]
are positive integers. This is different from many other public-domain GAs which usually
make use of binary encoding. We use 5 digits to encode each parameter. This means that
every individual chromosome is a decimal string of length m× nd = 8× 5 = 40.
• Initialisation and population size: We use completely random points in the

parameter space for the initial population. We choose a population size of np = 100 (the
typical number usually used in GAs), keeping it fixed throughout the entire evolutionary
process.
• Selection: In order to select parents in any given iteration, a stochastic mechanism

is used. The probability of an individual to be selected for breeding is determined based
on its fitness in the following way: first, we assign to each individual Θi a rank ri based on
its fitness fi such that r = 1 corresponds to the fittest individual and r = np to the most
unfit. Then a ranking fitness f ′i is defined in terms of this rank:

f ′i = np − ri + 1.

The sum of all ranking fitness values in the population is computed as

F =
np∑
i=1

f ′i ,

and np running sums are defined as

Sj =
j∑
i=1

f ′i , j = 1, ..., np.
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Obviously Sj+1 ≥ Sj (since f ′i are all positive), and Snp = F . As the next step, a random
number R ∈ [0, F ] is generated and the element Sj is located for which Sj−1 ≤ R < Sj .
The corresponding individual is one of the parents selected for breeding; the other one
is also chosen in the same manner. This selection procedure is called the Roulette Wheel
Algorithm (see Ref. 80 and references therein for more on this procedure and the motivation
for using the ranking fitness in place of the true fitness).
•Crossover: When a pair of parent chromosomes have been chosen, a pair of offspring

are produced via the crossover operator C. We use two different types of operators for this
purpose, namely, uniform one-point and two-point crossovers (see Ref. 82 for a compre-
hensive review of existing crossover operators). Table 2 illustrates how these two processes
work. In our case, parents are encoded as 40-digit strings. The one-point crossover begins
by randomly selecting a cutting point along the chromosomes’ length, and dividing each
parent string into two sub-strings. This is done by generating a random integer K ∈ [1, 40].
According to the crossover scheme, the strings located in identical parts of the two strings
are then swapped to give the two children chromosomes. It is clear that even though the
information encoded in the parent chromosomes is transfered to the offspring chromosomes,
the latter are in general different from the former, corresponding to a different set of model
parameters in the parameter space. In the two-point crossover scheme, two slicing points
are selected randomly by generating two random integers K1,K2 ∈ [1, 40], and the string
segments between these two cutting points are exchanged.

uniform one-point crossover

initial parent chromosomes 6739...8451 4394...0570

selecting a random cutting point 6739...84|51 4394...05|70

swapping the sub-strings 6739...84|70 4394...05|51

final offspring 6739...8470 4394...0551

uniform two-point crossover

initial parent chromosomes 6739...8451 4394...0570

selecting two random cutting points 67|39...845|1 43|94...057|0
swapping the sub-strings 67|94...057|1 43|39...845|0
final offspring 6794...0571 4339...8450

Table 2: Schematic description of the uniform one-point and two-point crossover operators employed in

our analysis.

In our algorithm, for each pair of parent chromosomes, either one-point or two-point
crossover is chosen with equal probability. This combination of the one-point and two-point
crossovers is proposed to avoid the so-called “end-point bias” problem produced by using
only the one-point crossover. This happens when, for example, a combination of two sub-
strings situated at opposite ends of a parent string are advantageous when decoded back
to the phenotypic level (in the sense that they give a high fitness), but only when they are
expressed simultaneously. Such a feature is impossible to pass on to offspring when using a
uniform one-point crossover, as cutting the string at any single point always destroys this
combination. This is much less of a problem for sub-strings located more centrally in the
parent string (see Ref. 80 again for more details on this issue).
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Once two parents have been selected for breeding, the crossover operation is applied
only with a preset probability. This probability is usually taken to be large but not 100%.
We use 85% in our analysis, meaning that there is a 15% chance that any given breeding
pair will be passed on intact to the next stage, where they will be affected by mutation.
• Mutation: We employ the so-called uniform one-point mutation operator. Differ-

ent genes in the offspring’s chromosomes (i.e. decimal digits in the 40-digit strings) are
replaced with a predefined probability (the ‘mutation rate’), by a random integer in the
interval [0, 9]. Like the crossover operator, mutation preserves the parameter bounds. The
choice of mutation rate is highly important, and very problem-dependent; in general it
cannot be chosen a priori. If too large, it can destroy a potentially excellent offspring and,
in the extreme case, make the whole algorithm behave effectively as an entirely random
search. If too small, it can endanger the variability in the population and cause the whole
population to become trapped in local maxima; a large enough mutation rate is often the
only mechanism to escape premature convergence at local maxima. Therefore, instead of
using a fixed mutation rate we allow it to vary dynamically throughout the run, such that
the degree of ‘biodiversity’ is monitored and the mutation rate is adjusted accordingly.
When the majority of individuals in a population (as estimated by the median individual)
are very similar to the best individual, the population is probably clustered around a local
maximum and the mutation rate should increase. The converse is also true: a high degree
of diversity indicates that the mutation rate should be kept low. The degree of clustering
and the subsequent amount of adjustment in our algorithm are assessed based on the dif-
ference between the actual fitness values of the best and median points. This is done by
defining the quantity ∆f = (fr=1 − fr=np/2)/(fr=1 + fr=np/2) in which fr=1 and fr=np/2
correspond to the fitnesses of the best and median individuals, respectively. The mutation
rate is then increased (decreased) by a fixed multiplicative factor whenever ∆f is smaller
(larger) than a preset lower (upper) bound. We choose the lower and upper critical values
of ∆f to be 0.05 and 0.25 respectively, and the multiplicative factor to be 1.5. We bound
the mutation rate to lie between the typical values of 0.0005 and 0.25. We use an initial
mutation rate of 0.005.
• Reproduction plans: After selecting parents and producing offspring by acting on

them with the crossover and mutation operators, the newly bred individuals must somehow
be incorporated into the population. The strategy which controls this process is called a
reproduction plan. Although there are several advanced reproduction plans on the market,
we utilise the simplest off-the-shelf option: full generational replacement. This means that
the whole parent population is replaced by the newly-created children in each iteration, all
in a single step.
• Elitism: There is always a possibility that the fittest individual is not passed on

to the next generation, since it may be destroyed under the action of the crossover and
mutation operations on the parents. To guarantee survival of this individual, we use
an elitism feature in our reproduction plan. Under full generational replacement, elitism
simply means that the fittest individual in the offspring population is replaced by the fittest
parent, if the latter has a higher fitness value.
• Termination and number of generations: There are several termination criteria
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one could use for a GA. Rather than evolving the population generation after generation
until some tolerance criterion is met, we perform the evolution over a fixed and prede-
termined number of generations. This is because the former strategy is claimed to be
potentially dangerous when approaching a new problem, in view of the usual convergence
trends exhibited by GA-based optimisers (see Ref. 80 for more details). In our analysis,
we used 10 separate runs of the algorithm with different initial random seeds, and a fixed
number of likelihood evaluations (∼ 3× 105) for each. We then compiled all points into a
single list, and used it to map the profile likelihood of the CMSSM.

3. Results and discussion

We now present and analyse the results of our global profile likelihood fit of the CMSSM
using GAs. We compare results with a similar global fit using the state-of-the-art Bayesian
algorithm MultiNest [40]. In Sec. 3.1 we give the best-fit points and high-likelihood regions
in the CMSSM parameter space. In Sec. 3.2 we discuss and compare implications of both
methods for the detection of supersymmetric and Higgs particles at the LHC. Sec. 3.3 is
devoted to an investigation of dark matter in the CMSSM and the prospects for its direct
and indirect detection. Throughout this section we compare our GA profile likelihood
results mainly with those of the MultiNest algorithm implemented with linear (flat) priors.
The reasons for this are outlined in Sec. 3.4, along with a comparison of the two scanning
techniques in terms of the computational speed and convergence.

3.1 Best-fit points and high-likelihood regions

The χ2 at our best-fit point is 9.35. This is surprisingly better than the values of 13.51
and 11.90 found by MultiNest with linear and logarithmic priors, respectively, for the same
problem. This improvement in the best fit can in principle have a drastic impact on the
statistical inference drawn about the model parameters.

To demonstrate these effects, let us start with two-dimensional (2D) plots for the
principal parameters of the CMSSM, i.e. m0, m1/2, A0 and tanβ, shown in Figs. 1 and
2. These figures show 2D profile likelihood maps. In the first figure, the full likelihood
is maximised over all free (CMSSM plus SM nuisance) parameters except m0 and m1/2.
Similar diagrams are shown in Fig. 2, but now for the 2D profile likelihoods in terms of
the parameters A0 and tanβ.

Figs. 1a and 2a show the 2D profile likelihood maps obtained by taking into account all
the sample points in the parameter space resulting from the GA scan. The inner and outer
contours indicate 68.3% (1σ) and 95.4% (2σ) confidence regions based on the GA best-fit
point of χ2 = 9.35. That is, points with χ2 ≤ 11.65 fall into the 1σ region, and points with
χ2 ≤ 15.52 fall into the 2σ region. Similar plots are presented for the MultiNest results in
Figs. 1d and 2d, where the 1σ and 2σ contours are drawn based on the MultiNest best-fit of
χ2 = 13.51 (1 and 2σ regions are given by χ2 ≤ 15.81 and χ2 ≤ 19.68, respectively). These
panels reflect the outcomes of each scanning algorithm in the absence of any information
from the other. The sample points have been divided into 75× 75 bins in all plots and no
smoothing is applied.

– 15 –



(a)

0 500 1000 1500 2000

1000

2000

3000

4000 Akrami, Scott, Edsjö, Conrad & Bergström (2010) GA points + GA levels

)
G
eV

(
m
0

)GeV(m 2/1

(b)

0 500 1000 1500 2000

1000

2000

3000

4000 Akrami, Scott, Edsjö, Conrad & Bergström (2010) MN points + GA levels

)
G
eV

(
m
0

)GeV(m 2/1

(c)

0 500 1000 1500 2000

1000

2000

3000

4000 Akrami, Scott, Edsjö, Conrad & Bergström (2010) GA points + MN levels

)
G
eV

(
m
0

)GeV(m 2/1

(d)

0 500 1000 1500 2000

1000

2000

3000

4000 Akrami, Scott, Edsjö, Conrad & Bergström (2010) MN points + MN levels

)
G
eV

(
m
0

)GeV(m 2/1

Figure 1: Two-dimensional profile likelihoods in the m0-m1/2 plane for CMSSM scans with GAs (a) and

MultiNest (d). These two panels show the statistically-consistent results of each scan. The inner and outer

contours represent 68.3% (1σ) and 95.4% (2σ) confidence regions respectively, for each scan. The dotted

circle, square and triangle show respectively the GA global best-fit point with a χ2 of 9.35 (located in the

focus point region), the GA best-fit point in the stau co-annihilation region (χ2 = 11.34), and the best-fit

point found by linear-prior MultiNest (χ2 = 13.51). Panels (b) and (c) are given for comparative purposes

only. Panel (b) shows the same MultiNest sample points as in (d), but with iso-likelihood contour levels

drawn as in (a), based on the GA best-fit likelihood value. Panel (c) shows the same GA sample points

as in (a), but with iso-likelihood contours as in (d), based on the MultiNest best-fit likelihood value. The

sample points have been divided into 75 × 75 bins in all plots. Here we see that the GA uncovers a large

number of points with much higher likelihoods than MultiNest, across large sections of the m0-m1/2 plane.

It is important to realise that although both the 1 and 2σ confidence regions in the GA
results seem to be rather smaller in size than the corresponding regions in the MultiNest scan
(especially the 1σ region), this is by no means an indication that MultiNest has found more
high-likelihood points in the parameter space. The situation is in fact the exact opposite.
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Figure 2: As in Fig. 1, but in the A0-tanβ plane.

This is clear when we recall that the best-fit likelihood values are very different in the
two cases giving rise to two completely different sets of iso-likelihood contours. To make
this point clear, suppose for the sake of argument that the GA best-fit likelihood value is
indeed the absolute global maximum we were looking for. If so, we can now check how
well the MultiNest algorithm has sampled the parameter space, by looking at Figs. 1b and
2b. These show how many of the MultiNest samples are located in the correct confidence
regions set by the absolute maximum; the contours are drawn based on this best-fit value
rather than the one found by MultiNest itself. The plots show that MultiNest has discovered
no points in the 1σ region and only a small fraction of the 2σ region. In particular, it is
interesting to notice that the MultiNest best-fit point, i.e. the one with χ2 = 13.51 (marked
as dotted triangles in Figs. 1b,d and 2b,d) now sits in the 2σ region. These all come from
the fact that only points with χ2 ≤ 11.65 and χ2 ≤ 15.52 fall in the 1σ and 2σ regions,
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respectively, and there are not many points found by MultiNest with such low χ2s. The
same statement holds for the log-prior MultiNest best-fit point with χ2 = 11.90.

It is obvious from these plots that the GA has found many points in the parameter
space with rather high likelihood (or equivalently, low χ2) which were missed (or skipped)
by MultiNest. This indicates that the use of MultiNest scans in the context of the frequentist
profile likelihood is rather questionable. This is not really surprising, given that MultiNest is
designed to sample the Bayesian posterior PDF, not map the profile likelihood.

We can also use the resultant GA samples in a different way to clarify this result. In
Figs. 1c and 2c, the GA samples are plotted with the same contours as in Figs. 1d and
2d, i.e. based on the MultiNest best-fit likelihood value. Compared to 1d and 2d, we see
that there are many high-likelihood points in the MultiNest 1σ region found by the GA and
missed by MultiNest. In the sense of the profile likelihood, it appears that MultiNest has
converged prematurely; we see a much larger and more uniform pseudo-1σ region with the
GA data. Here we see that most of the region labeled as being within the 2σ confidence
level in the MultiNest scan is actually part of its 1σ confidence region.

Our results confirm the complexity of the CMSSM parameter space, showing that
much care should be taken in making any statistical statement about it. This is especially
true when using a frequentist approach, as this complication plays a crucial role in the
final conclusions. It is of course true that the convergence criterion for MultiNest is defined
on the basis of the Bayesian evidence, and the algorithm may have (indeed, probably
has) converged properly in this context. The point we want to emphasise is that even if
MultiNest is converged for a Bayesian posterior PDF analysis of the model, this convergence
is far from acceptable for a profile likelihood analysis. The same is also very likely to be
true of other less sophisticated Bayesian methods, such as the MCMC; this is the case at
least for MCMC scans performed with the same physics and likelihood calculations as in
our analysis (since MCMCs and MultiNest give almost identical results in this case [14]).

The aforementioned comparison does also suggest, however, that even the Bayesian
posterior PDF obtained from MultiNest and MCMC scans might not yet be quite properly
mapped. This is because in principle, a significant amount of probability mass could be
contained in the regions found by the GA but missed or skipped by MultiNest. Given the
absence of any definition of a measure on the parameter space in profile likelihood analyses
such as the one we perform, we are unfortunately not in a position to make any conclusive
statement about the actual contribution of these regions to the Bayesian probability mass.
Nevertheless, the difference in size between the blue regions in Figs. 1c and 1d is intriguing.
We discuss these convergence questions further in Sec. 3.4.

Our GA scan has found high-likelihood points in many of the CMSSM regions known
to be consistent with data, in particular the relic abundance of dark matter [83]. These
include the stau (τ̃) co-annihilation (COA) region [84] usually at small m0 where the
lightest stau is close in mass to the neutralino, the focus point (FP) region [85] at large
m0 where a large Higgsino component causes neutralino annihilation into gauge boson
pairs, and the light Higgs boson funnel region [15, 86] at small m1/2. We have not found
any high-likelihood points in the stop (t̃) co-annihilation region [87–89] at large negative
A0, where the lightest stop is close in mass to the neutralino. This could be interpreted as
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confirmation of the claim that this region, although compatible with the WMAP constraint
on the relic density of dark matter, is highly disfavoured when other observables are also
taken into account [19].

It is important to make the point that although our method does find some points in
the funnel region, it does not spread out very well around those points to map the whole
region. Finding this very fine-tuned region is a known challenge for any scanning strategy,
including nested sampling. The failure of the GA to map other points in the funnel region
can be understood. We believe that this behaviour is caused by the specific crossover
scheme employed in our analysis (i.e. one/two-point crossover), and could probably be
cured by using a more advanced algorithm. Alternatively, a different parameterisation of
the model, such as a logarithmic scaling of the mass parameters (or equivalently, genetic
encoding in terms of the logarithms of these parameters), would probably find the funnel
region much more effectively (in the same way as it does when MultiNest is implemented
with logarithmic priors). In any case, it is important to realise that these types of regions
are findable by our method (although not very well), even without taking into account any
ad hoc change in the model parameterisation (or choosing a non-linear prior such as the
logarithmic one in the Bayesian language). See Sec. 3.4 for more discussions about the
priors and parameterisation.

Returning to the best-fit points, it is visible from the plots that the global best-fit
point is located in the FP region (dotted circles in Figs. 1a,c and 2a,c). This has a very
interesting phenomenological implication, which we return to later in this section when we
discuss contributions to the total likelihood of the best-fit model from different observables.
For comparison, we have also marked the best-fit point located in the COA region, which
has χ2 = 11.34 (dotted squares in Figs. 1a,c and 2a,c). This point is situated inside the
1σ confidence level contour (Figs. 1a and 2a) and is well-favoured by our analysis. It is
interesting to notice that the χ2 for this point, although worse than the global best-fit χ2,
is still better than the best value found by the MultiNest scan, even when implemented with
a log prior (χ2 = 11.90), which also corresponds to a point in the COA region. This result
is important as MultiNest scans with logarithmic priors are usually considered a good way
to probe low-mass regions such as the COA. Our algorithm, even working with effectively
linear priors (because the genome featured a linear encoding to the parameters), appears
to have found a better point in this region as well.

As another exhibition of the consequences of our results compared to the Bayesian
nested sampling technique, it is interesting to look at the 1D profile likelihoods for the
CMSSM parameters (Fig. 3). The horizontal axes in the plots indicate the CMSSM pa-
rameters and the vertical axes show the corresponding profile likelihoods, normalised to
the best-fit GA value (i.e. with χ2 = 9.35). Green and grey bars show the GA and Multi-

Nest 1D profile likelihoods respectively. We sorted points into 50 bins for these plots. We
have also included the global (FP) and COA best-fit points in the plots, indicated by solid
and dashed red lines, respectively.

The very different results in Fig. 3 from the two different algorithms are yet another
confirmation that existing sampling techniques are probably still not sufficiently reliable
for the exploration and mapping of SUSY likelihoods, at least in a frequentist framework.

– 19 –



Akrami, Scott, Edsjö, Conrad & Bergström (2010)

�
)GeV(m0

m
ax

PL/
PL

Akrami, Scott, Edsjö, Conrad & Bergström (2010)

)GeV(m 2/1

m
ax

PL/
PL

Akrami, Scott, Edsjö, Conrad & Bergström (2010)

)GeV(A0

m
ax

PL/
PL

Akrami, Scott, Edsjö, Conrad & Bergström (2010)

�tan

m
ax

PL/
PL

Figure 3: One-dimensional profile likelihoods (PL) of CMSSM parameters, normalised to the global GA

best fit (PLmax). The green and grey bars show results from GA and MultiNest scans, respectively. Solid

and dashed red lines represent the GA global best-fit point (χ2 = 9.35, located in the focus point region)

and the GA best-fit point in the stau co-annihilation region (χ2 = 11.34), respectively. Samples are divided

into 50 bins.

These plots show that by employing a different scanning algorithm, it is quite possible to
find many important new points in the parameter space. This can in principle affect the
whole inference about the model, especially when we are interested not only in drawing a
general statement about the high-likelihood regions, but also in performing a more detailed
exploration of the model likelihood around the best-fit points. It also shows that the GA
technology we made use of in this paper seems a better choice for frequentist analyses than
conventional tools, which are typically optimised for Bayesian searches; we have found
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model (+nuisance) parameters

GA global BFP (located in FP region) GA COA BFP

m0 1900.5 GeV 133.9 GeV

m1/2 342.8 GeV 383.1 GeV

A0 1873.9 GeV 840.6 GeV

tanβ 55.0 17.9

mt 172.9 GeV 173.3 GeV

mb(mb)
MS 4.19 GeV 4.20 GeV

αs(mZ)MS 0.1172 0.1183

1/αem(mZ)MS 127.955 127.955

observables

GA global BFP (located in FP region) GA COA BFP

mW 80.366 GeV 80.371 GeV

sin2 θeff 0.23156 0.23153

δaSUSY
µ × 1010 5.9 14.5

BR(B → Xsγ)× 104 3.58 2.97

∆MBs 17.37 ps−1 19.0 ps−1

BR(Bu → τν)× 104 1.32 1.46

Ωχh
2 0.10949 0.10985

BR(Bs → µ+µ−) 4.34× 10−8 3.87× 10−8

Table 3: Parameter and observable values at the best-fit points (BFPs) found using Genetic Algorithms.

These quantities are shown for both the global best-fit point (located in the focus point (FP) region) and

the best-fit point in the stau co-annihilation (COA) region. Higgs and sparticle masses will be given in

Table 5, when talking about implications for the LHC.

higher likelihood values for almost all the regions within the interesting range of model
parameters. Whilst this certainly favours this technique over others, it should also serve
as a warning. We can by no means be sure that the GA has actually found the true
global best-fit point. Clearly this concern should be taken much more seriously when one
is dealing with more complicated models than the CMSSM, with more parameters and
more complex theoretical structures.

Listed in Tables 3 and 4 are all properties of the two GA best-fit points. The upper
part of the first table gives values of the CMSSM principal parameters and SM nuisance
parameters, whereas the lower part shows all physical observables employed in our calcu-
lation of model likelihood. These are the same quantities as given in Table 1 except for
the Higgs and sparticle masses, which will be presented in the upcoming section on impli-
cations for the LHC. To make the differences between the properties of these two “good”
points more clear, in the second table we have indicated the individual contributions from
different observables to the total χ2 at each point. These quantities are also given for
MultiNest best-fit points found using flat and logarithmic priors.

One interesting fact seen in Table 4 is the apparent tension between δaSUSY
µ and the

other observables, in particular BR(B → Xsγ). This has been widely discussed in the
past [14, 31, 37, 42]. While most of the discrepancy between the model and the experimental
data at our global best-fit point (living in the FP region) comes from δaSUSY

µ (∼ 76%), and
BR(B → Xsγ) contributes only about 0.1% to the total χ2, these two observables partially
switch roles at the COA point. This confirms that BR(B → Xsγ) in general favours large
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partial χ2 (fractional contribution to the total χ2 in %)

observable GA global BFP GA COA BFP MN global BFP MN global BFP

located in FP region with flat priors with log priors

nuisance parameters 0.12 (1.27%) 0.35 (3.10%) 0.48 (3.56%) 0.81 (6.78%)

mW 1.21 (12.95%) 0.83 (7.29%) 1.48 (10.92%) 0.69 (5.83%)

sin2 θeff 0.024 (0.26%) ∼ 10−4 (0.001%) 0.07 (0.49%) 0.0040 (0.034%)

δaSUSY
µ 7.09 (75.79%) 2.86 (25.21%) 9.21 (68.20%) 2.40 (20.18%)

BR(B → Xsγ) 0.010 (0.11%) 3.03 (26.76%) 0.10 (0.74%) 3.83 (32.20%)

∆MBs 0.028 (0.30%) 0.26 (2.31%) 0.09 (0.66%) 0.29 (2.41%)

BR(Bu → τν) ∼ 10−5 (10−4%) 0.050 (0.44%) 1.91 (14.14%) 0.043 (0.36%)

Ωχh
2 0.0011 (0.012%) ∼ 10−5 (10−4%) 0.03 (0.2%) 0.13 (1.07%)

BR(Bs → µ+µ−) 0.016 (0.17%) 0.00 (0.00%) 0.00 (0.00%) 0.00 (0.00%)

mh 0.85 (9.14%) 3.96 (34.88%) 0.15 (1.09%) 3.70 (31.13%)

sparticles 0.00 (0.00%) 0.00 (0.00%) 0.00 (0.00%) 0.00 (0.00%)

all 9.35 (100 %) 11.34 (100 %) 13.51 (100 %) 11.90 (100 %)

Table 4: Contributions to the total χ2 by different observables employed in the scans (Table 1). Con-

tributions are shown for the GA global best-fit point (BFP) located in the focus point (FP) region and

the GA best-fit point in the stau co-annihilation (COA) region. Fractional contributions are also given in

percent. Similar quantities for both MultiNest scans with flat (linear) and logarithmic priors are also listed

for comparison, where the former is in the FP region and the latter is in the COA region.

m0 (the FP region), while δaSUSY
µ favours smaller masses (the COA region). A similar

feature is also visible in the two MultiNest best-fit points for flat and log priors, as they
reside in the FP and COA regions, respectively.

In the case where our best-fit point is placed in the FP region, the total χ2 from all
observables except δaSUSY

µ and BR(B → Xsγ) is a remarkably smaller fraction (∼ 24%)
of the total than in the COA region (∼ 48%) (this is also the case if we compare the
two MultiNest points in the table, with contributions of ∼ 31% and ∼ 47.5%). This can
be qualitatively interpreted as yet another reflection of the fact that in the absence of any
constraint from δaSUSY

µ , the data is largely consistent with the global best-fit point being in
the FP region. That is, if one ignores δaSUSY

µ , it is much easier to fulfil all the experimental
constraints on the CMSSM by moving towards larger m0. If one wants to satisfy also the
extra constraint coming from δaSUSY

µ , this might be possible by moving back towards lower
masses (the COA region), but at the price of reducing the total likelihood.

It is important to stress that our global best-fit point is in fact part of the FP region,
with high m0 (i.e. ∼ 1900 GeV). This means that even taking into account the constraint
from δaSUSY

µ , the FP is still favoured over the COA region in our analysis, in clear con-
tradiction with some recent claims [31, 37] that the latter is favoured by existing data.
These analyses were performed in a frequentist framework, and based on MCMC scans.
However, the large discrepancy with our findings probably comes more from differences in
the likelihood functions themselves than the scanning algorithms, i.e. in the calculations
of physical observables and their contributions to the likelihood. A direct comparison with
these works would only be possible if we were to also work with exactly the same routines
for the calculation of the likelihood as in Refs. 31 and 37, changing only the scanning
algorithm (as we have here in comparing with Ref. 14). The difference we see in this case
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mostly reflects the discrepancy between the results of Ref. 14 and Refs. 31 and 37.
Nontheless, it is important to note that some differences could be due to the scanning

technique. We have shown in this paper that at least for the specific physics setup imple-
mented in SuperBayeS, GAs find better-fit points than nested sampling, which in turn is
known to find essentially the same points as MCMCs. It is therefore quite reasonable to
expect that GAs could find many points missed by MCMCs. There are even some other
FP points found by GAs with masses of about 2800 GeV and located in the 1σ region
(see Fig. 1a), supporting the conclusion that although low masses are favoured over high
masses in the previous MultiNest and MCMC scans using SuperBayeS, the opposite holds
in our GA scans. This means that there exist many high-likelihood points in the FP region
entirely missed by MultiNest and MCMC scans performed in the SuperBayeS analyses. It
seems that those algorithms do not sample this region of the parameter space very well,
at least when SuperBayeS routines are used for physics and likelihood calculations. We see
no reason why a similar situation could not also occur when different codes are used to
evaluate the likelihood function.

Since we have not used exactly the same physics and likelihood setup, nor the same
numerical routines for calculating different quantities as employed in Refs. 31 and 37 (and
we cannot do that in a consistent way as the code employed in those studies is not publicly
available), we cannot make a definitive statement as to the overall impact of the scan-
ning algorithm in the discrepancy we see with their results. One should however be very
cautious in general when attempting to draw strong conclusions about e.g. the FP being
excluded by existing data. The complex structure of the CMSSM parameter space makes
the corresponding likelihood surface very sensitive to small changes in the codes and exper-
imental data used to construct the full likelihood, which in turn can introduce a significant
dependence upon the scanning algorithm.

3.2 Implications for the LHC

We showed in the previous section that compared to the state-of-the-art Bayesian algorithm
MultiNest, GAs are a very powerful tool for finding high-likelihood points in the CMSSM
parameter space. It is therefore interesting to examine how strongly these results impact
predictions for future experimental tests at e.g. the LHC. We have calculated the 1D
profile likelihoods corresponding to the gluino mass mg̃ (as a popular representative of the
sparticles) and the lightest Higgs mass mh, both of which will be searched for at the LHC.
The resultant plots are given in Fig. 4. These plots are generated in the same way as those
in Fig. 3, indicating the differences between the two scanning strategies. Here, we once
again see that the GA has found much better fits in the mass ranges covered by MultiNest.

Looking first at the gluino mass prediction (left-hand plot of Fig. 4), we confirm earlier
findings [14, 37] that the LHC will probe all likely CMSSM gluino masses if its reach extends
beyond ∼ 3 TeV. The FP and COA best-fit points are both located at relatively low masses
with quite similar values (∼ 900 GeV). These values are well within the reach of even the
early operations of the LHC. The detailed CMSSM mass spectra computed at both of these
points are presented in Table 5. It can be seen from these spectra that our global best-fit
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Figure 4: As in Fig. 3, but for the gluino mass mg̃ and the lightest Higgs mass mh.

GA global BFP GA COA BFP GA global BFP GA COA BFP

(GeV) located in FP region (GeV) located in FP region

mẽL 1908 294.1 md̃R
1994 798.1

mẽR 1903 202 ms̃L 2000 832.4

mµ̃L 1907 294.1 ms̃R 1994 798.1

mµ̃R 1901 201.9 mb̃1
1354 765

mτ̃1 1100 160.1 mb̃2
1492 793.4

mτ̃2 1560 289.2 mχ̃0
1

140.4 152.6

mν̃e 1906 283.3 mχ̃0
2

269.9 285.4

mν̃µ 1905 283.3 mχ̃0
3

519.7 451.1

mν̃τ 1560 272.5 mχ̃0
4

529.7 469.6

mũL 1998 826.1 m
χ̃±1

270.4 286.9

mũR 1996 805.4 m
χ̃±2

530.3 468.5

mc̃L 1998 826.1 mh 115.55 111.11

mc̃R 1996 805.4 mH 179.93 504.24

mt̃1
1194 672.8 mA 179.83 504.04

mt̃2
1364 803 mH± 201.14 510.67

md̃L
2001 832.4 mg̃ 877.1 898.8

Table 5: Mass spectra of the GA global best-fit point (BFP) located in the focus point (FP) region and

the GA best-fit point in the stau co-annihilation (COA) region.

point favours rather high masses for the sfermions, while the COA best-fit point favours
low masses.

Looking at the right-hand plot of Fig. 4, corresponding to the likelihood of different
values of mh, we notice that although a large number of good points have Higgs masses
higher than the SM limit from the Large Electron-Positron Collider (LEP; i.e. mh ≥
114.4 GeV), including the global best-fit point (with mh = 115.55 GeV), there are also
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many other important ones which violate this limit, including the best-fit COA point (with
mh = 111.11 GeV). These points with low-mass Higgs bosons have been allowed by the
smoothed likelihood function that we employed for the LEP limit (cf. Sec. 2.1). Instead
of this treatment of the Higgs sector, one could use a more sophisticated method, such as
implemented by HiggsBounds [90]. This would apply the collider bounds on the Higgs mass
in a SUSY-appropriate manner, and give more accurate likelihoods at low masses around
the 114.4 GeV bound.

Looking again at Table 4, the contribution from mh as a percentage of the total χ2 is
considerably larger in the COA case than the FP. This becomes clear when we compare their
corresponding values for mh (i.e. 115.55 GeV and 111.11 GeV, respectively) with the LEP
limit. The lower Higgs mass in the COA region is a reflection of the correlation between m0

and mh in the CMSSM, confirming once more that moving to low m0 (i.e. approaching the
COA region) causes models to become less compatible with all experimental data except
δaSUSY
µ .

3.3 Implications for dark matter searches

As a natural continuation of our discussion of the consequences of our results for present
and upcoming experiments, we turn now to dark matter, beginning with direct detection
(DD) experiments. One interesting quantity for these experiments is the spin-independent
scattering cross-section σSIp of the neutralino and a proton. This cross-section is often plot-
ted against the neutralino mass mχ̃0

1
when comparing limits from different direct detection

experiments. Predictions are given in this plane from both the MultiNest and GA scans
in Fig. 5, drawn similarly to Figs. 1 and 2. σSIp is shown in units of pb (i.e. 10−36cm2).
Contours shown in the upper (lower) panels are generated according to the GA (MultiNest)
best-fit point, and the points with highest likelihoods are marked as before. Although no
constraints from direct detection measurements have been used in forming the model likeli-
hood in this paper (mainly in order to work with the same set of quantities and constraints
as employed in Ref. 14), we have also included the current best DD limits for comparison.
These are limits at the 90% confidence level from CDMS-II [91] and XENON10 [92].

Looking at Fig. 5, we first notice that all the conclusions we made earlier are recon-
firmed here: there are many important points in the parameter space that have appeared
by the use of GAs, having a strong impact on the statistical conclusions. For example, in-
stead of a rather spread and sparse 1σ confidence region produced by MultiNest (Fig. 5d),
GAs (Fig. 5a) reveal a more compact region, sharply peaked around the best-fit points.
It is interesting to see that in the latter case, most of the 1σ FP region around the dot-
ted circle, including the point itself, is already excluded by CDMS-II and XENON10 un-
der standard halo assumptions. The global best-fit point has quite a large cross-section
(σSIp ∼ 2× 10−7 pb) compared to the MultiNest global best-fit point (σSIp ∼ 1.7× 10−8 pb),
making it much more easily probed by direct detection (Table 6). On the contrary, the
best-fit COA point has a much lower σSIp (∼ 2.2 × 10−9 pb), and is still well below these
experimental limits. With future experiments planned to reach cross-sections as low as
10−10 pb, this point will eventually be tested as well. Even if we do not consider the
highest-likelihood point found by the GA, and just compare the two lower panels in Fig. 5,

– 25 –



(a)

0 200 400 600 800 1000-11

-10

-9

-8

-7

-6

-5

XENON10

CDMS-II

Akrami, Scott, Edsjö, Conrad & Bergström (2010) GA points + GA levels

)]
pb(

[
lo
g

SI p
10
�

)GeV(m 0
1
~�

(b)

0 200 400 600 800 1000-11

-10

-9

-8

-7

-6

-5

XENON10

CDMS-II

Akrami, Scott, Edsjö, Conrad & Bergström (2010) MN points + GA levels

)]
pb(

[
lo
g

SI p
10
�

)GeV(m 0
1
~�

(c)

0 200 400 600 800 1000-11

-10

-9

-8

-7

-6

-5

XENON10

CDMS-II

Akrami, Scott, Edsjö, Conrad & Bergström (2010) GA points + MN levels

)]
pb(

[
lo
g

SI p
10
�

)GeV(m 0
1
~�

(d)

0 200 400 600 800 1000-11

-10

-9

-8

-7

-6

-5

XENON10

CDMS-II

Akrami, Scott, Edsjö, Conrad & Bergström (2010) MN points + MN levels
)]

pb(
[

lo
g

SI p
10
�

)GeV(m 0
1
~�

Figure 5: As in Fig. 1 and Fig. 2, but representing the best-fit points and high-likelihood regions for

the spin-independent scattering cross-section of the neutralino and a proton σSIp versus the neutralino mass

mχ̃0
1
. Panels (a) and (d) show the statistically-consistent results of the GA and MultiNest scans, respectively.

Panels (b) and (c) are given for comparative purposes only. The latest experimental limits from CDMS-

II [91] and XENON10 [92] are also shown, plotted as red and black curves respectively. These curves are

exclusion limits at the 90% confidence level under the assumption of a standard local halo configuration.

MultiNest has obviously only explored a small fraction of its 1σ high-likelihood region
in the parameter space. It has also missed most of its 1σ and 2σ points in the region
σSIp > 10−7 pb. This is a particularly interesting area, being within the reach of current
dark matter DD experiments.

In Table 6, we also give the calculated values for the spin-dependent scattering cross-
sections of the neutralino with a proton (σSDp ) and a neutron (σSDn ), for both the FP and
COA best-fit points.

Considering implications for indirect detection (ID) of dark matter, one is often in-
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direct detection

GA global BFP GA BFP in COA region

σSIp 2.057× 10−7 pb 2.236× 10−9 pb

σSDp 2.435× 10−6 pb 4.231× 10−6 pb

σSDn 1.644× 10−6 pb 3.142× 10−6 pb

indirect detection

GA global BFP GA BFP in COA region

〈σv〉 2.260× 10−26cm3s−1 5.385× 10−28cm3s−1

Table 6: Dark matter direct and indirect detection observables. These are the spin-independent and

spin-dependent scattering cross-sections of the neutralino with nucleons in pb (10−36cm2), and the velocity-

averaged neutralino self-annihilation cross-section. These are calculated at the global best-fit point (BFP)

located in the focus point (FP) region, and at the best-fit point in the stau co-annihilation (COA) region.

terested in a plot very similar to the one presented for the DD case, but now for the
velocity-averaged neutralino self-annihilation cross-section 〈σv〉 (instead of the scattering
cross-section in the previous case), again versus the neutralino mass mχ̃0

1
. Such plots are

shown in Fig. 6 for all different cases in the same style as in Fig. 5. Their general charac-
teristics resemble very much those we enumerated for the DD case.

We first notice the strong correlation between the DD and ID plots, such as the generic
similarities between the corresponding high-likelihood regions and the best-fit points. One
interesting feature visible in these plots is the existence of a new, considerably large, high-
likelihood region spanned by the approximate ranges of 350 GeV < mχ̃0

1
< 500 GeV and

−27.5 < log10(〈σv〉) < −26.5 and almost completely missed by MultiNest. To our knowl-
edge, this region has not been introduced so far by any other Bayesian or frequentist anal-
ysis. Further investigations show that these points are located in the stau co-annihilation
region, but with very high m0 (up to ∼ 1750 GeV). The very existence of such a high
mass COA region compatible with all data indicates again that one should be very careful
in drawing any conclusion that low masses in the parameter space are favoured over high
masses by existing data. This point was emphasised earlier, in Sec. 3.1, with regards to
the high-mass, high-likelihood points in the FP region.

Looking again at the high-likelihood regions and the best-fit points in Fig. 6, it is
interesting to realise how likely these different points and regions are to be tested by the
current and upcoming ID instruments. For example, depending on how much its sensitivity
improves in future years, it might be possible for the Large Area Telescope (LAT) [93]
aboard the Fermi gamma-ray space telescope to cover part of the high-likelihood FP region,
including the global best-fit point with 〈σv〉 ∼ 2.3 × 10−26cm3s−1 (Table 6). It is in fact
expected from pre-launch estimates [94] that the instrument will cover some fraction of
the parameter space below 〈σv〉 ∼ 10−26cm3s−1, depending on the neutralino mass. A
detailed MultiNest global fit of the CMSSM parameter space using 9 months of Fermi data
has already been performed [45], using the dwarf spheroidal galaxy Segue 1 as a target;
constraints are already quite close to becoming interesting. A similar analysis can also be
done using GAs. The other best-fit (COA) point, however, has 〈σv〉 ∼ 5.4× 10−28cm3s−1,
which is well below what is realistically detectable by Fermi.
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Figure 6: As in Fig. 1, Fig. 2 and Fig. 5 but representing the best-fit points and high-likelihood regions for

the velocity-averaged neutralino self-annihilation cross-section 〈σv〉 versus the neutralino mass mχ̃0
1
. Again,

panels (a) and (d) show the statistically-consistent GA and MultiNest results, respectively, and panels (b)

and (c) are given for comparative purposes only.

Finally, we have shown in Fig. 7 the 1D profile likelihood for the neutralino mass mχ̃0
1
.

The plot is produced in the same way as Figs. 3 and 4, and compares the results of both
GA and MultiNest scans. It is again important to notice the higher-likelihood points found
by the GA almost everywhere in the interesting mass range. We also observe that both the
FP and COA best-fit points have quite similar and low neutralino masses (∼ 150 GeV),
similar to what was seen for mg̃ in Fig. 4.

3.4 Technical comparison with nested sampling

3.4.1 Dependence on priors and parameterisation

Throughout the previous sections, we compared our GA results mostly with those of the
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Figure 7: As in Fig. 3 and Fig. 4, but for the neutralino mass mχ̃0
1
.

linear-prior MultiNest scan of the CMSSM, especially when we discussed the resultant 1D
and 2D profile likelihoods. We mentioned several times that MultiNest implemented with
log priors gives a better value of 11.90 for the best-fit χ2, compared to the best fit when
implemented with linear priors (13.51). It is true that one can achieve better fits in certain
regions of the parameter space by utilising e.g. a logarithmic prior in the search algorithm
(see e.g. Ref. 14 and references therein for a discussion of the effects of priors on best-fit
points and high-likelihood regions, as well as Bayesian posterior means and high-probability
regions). However, there are good reasons not to use the log-prior MultiNest results for the
main performance comparisons in this paper.

Firstly, in order to make any comparison of the two algorithms reasonable, one should
put both on the same footing. On the one hand, the likelihood function, as defined in
terms of the original model parameters, is the only statistical measure employed in any
frequentist study. Our genetic analysis is no exception. Our GA scans the parameter space
according to the likelihood, as a function of the original model parameters. On the other
hand, MultiNest, similarly to every other sampling technique optimised for Bayesian scans,
performs the scan based on the posterior PDF (i.e. likelihood times prior) rather than the
likelihood alone. Consequently, a very natural way of comparing the two is to make the
latter sampling algorithm also proceed according to the likelihood function only. This can
be achieved by choosing a flat prior in this case.

Imposing any other nontrivial prior (or equivalently, changing the scanning metric),
although entirely justified in the Bayesian framework, is a very ad hoc approach in a
frequentist framework. In the Bayesian case, this simply means that the algorithm samples
the regions containing larger prior volumes better, producing more sample points in these
regions. This is exactly what one requires for a Bayesian scan in which the density of
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samples reflects the posterior density at different points in the parameter space. In the
profile likelihood analysis however, we are interested in having reasonable maps of the
likelihood function in terms of the given model parameters. Imposing any prior in this case
means nothing but giving different scanning weights to different parts of the parameter
space, i.e. forcing the algorithm to scan some regions with higher resolutions than the
others; this can make the algorithm miss important points in some regions.

In the frequentist language, the effect of imposing a non-flat prior is the same as
reparameterising the model. This for example means that, in the case of the log-prior
scan, the likelihood function is redefined in terms of the logarithmically-scaled parameters
rather than the original model parameters. Results of a profile likelihood analysis should
in principle be independent of the specific parameterisation of the model; it should not
matter if one works with e.g. one set of coordinates or another. This statement is however
correct only if one has perfect knowledge of the likelihood function. No numerical scanning
algorithm provides this perfect knowledge, as its resolution is always limited. This means
that different parameterisations of the model do give different results until the limit of
‘perfect sampling’ has been reached. Any specific choice should then be justified ‘a priori’.
One can for example argue that a specific scaling is theoretically better justified compared
to others (e.g. that a log prior is geometrically preferred to a flat one). In principle this is
a Bayesian statement, as it places an implicit measure on the parameter space, but it does
have a practical impact upon frequentist profile likelihood scans. If one wanted to explore
the effects of such reparameterisations, it would be entirely possible to do this by way of a
GA, implemented in terms of genomes encoding the rescaled parameters. We suspect that
by using a logarithmically-encoded genome, we would for example find the funnel region
properly and probably even some better-fitting points than our current best-fit. Since
our primary intention in the current work has been to look at the CMSSM model as it
is, we have therefore adhered to the likelihood function defined in terms of the original
parameters (and thus employed a linearly-encoded genome). We leave the investigation of
logarithmically-encoded genomes for future work, where we intend to compare results with
those of log-prior MultiNest scans.

3.4.2 Speed and convergence

The results presented in this work are based on 3 million sample points in total, corre-
sponding to the same number of likelihood evaluations. The samples have been generated
through 10 separate runs with different initial populations and 3000 generations each. The
resultant samples were then combined to obtain the final set of points. Compared to a typ-
ical number of likelihood evaluations required in a MultiNest scan (around 500, 000), the
computational effort here is larger by a factor of 6. We have however chosen the number
of runs and generations entirely by hand, not by any advanced convergence criteria; it may
be possible to achieve similar (or better) results with less likelihood evaluations, using a
more carefully tuned GA and/or a suitable stopping criterion.

There is in fact no way of checking whether or not our present implementation of the
algorithm, although giving better results compared to MultiNest, has globally converged;
there are indeed several reasons making us believe that it probably has not.
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m0 m1/2 A0 tanβ mt mb(mb)
MS αs(mZ)MS 1/αem(mZ)MS χ2

min

(GeV) (GeV) (GeV) (GeV) (GeV)

Run 1 1900.5 342.8 1873.9 55.0 172.9 4.20 0.1172 127.955 9.35

Run 2 133.9 383.1 840.6 17.9 173.3 4.20 0.1183 127.955 11.34

Run 3 198.8 426.3 1059.4 22.6 173.3 4.20 0.1183 127.955 11.45

Run 4 2817.3 244.6 1712.9 51.2 172.9 4.20 0.1179 127.954 11.55

Run 5 2693.1 240.0 1706.0 51.0 172.6 4.20 0.1179 127.954 11.61

Run 6 2737.8 238.7 1692.6 51.0 172.6 4.20 0.1176 127.954 11.63

Run 7 2775.1 248.2 1780.2 51.1 172.6 4.20 0.1179 127.954 11.65

Run 8 3102.3 287.3 1976.8 51.2 172.8 4.20 0.1176 127.954 11.76

Run 9 3158.9 276.6 1901.2 51.1 173.1 4.21 0.1174 127.955 11.78

Run 10 3159.3 317.0 2136.8 51.2 172.7 4.20 0.1180 127.955 11.86

Table 7: Parameter and χ2 values at the best-fit points found by Genetic Algorithms in each of 10 runs.

The final inference is based on all points found in all runs.

One way of seeing this is to look at the results for each of the 10 runs separately. To
illustrate this, we have given in Fig. 8 the corresponding two-dimensional profile likelihoods
in the m0-m1/2 plane.4 The iso-likelihood contours in each panel show the statistically-
consistent 1σ and 2σ confidence regions, based on the best-fit point found in that specific
scan. Panels are sorted according to the best-fit χ2 values. The values of all model and
nuisance parameters at the best-fit points for all 10 runs are also given in Table 7, together
with the best-fit χ2 values.

Our global best-fit point (χ2 = 9.35) is found only in one run. The other 9 runs have
not found best-fit points better than χ2 = 11.34. However, all these other best-fit values
(χ2 = 11.34, 11.45, 11.55, 11.61, 11.63, 11.65, 11.76, 11.78, and 11.86) are also significantly
better than the one found by MultiNest with linear priors (χ2 = 13.51). Although some
of these best fits in individual runs are very similar to the value found by MultiNest with
logarithmic priors (χ2 = 11.90), they are still at least slightly better in every single case.

The plots in Fig. 8 indicate that none of our individual GA runs have been able to
cover all the interesting high-likelihood regions on their own. It seems for example that
in runs 2 and 3, the algorithm has become trapped in local minima in the COA region.
In runs 4-10, the same has happened at high masses, including the focus point region.
However, if the individual GAs continued to run, they may have escaped these minima. In
runs 6 and 7 for example, although the 1σ region does not include the global best-fit region
of run 1, is very likely to extend and eventually uncover that region if the run continues.
The other difficulty is that if the current version of the algorithm finds the global best-fit
point (or some high-likelihood points in its vicinity) relatively quickly, the chance that it
will then scan other points with lower likelihoods within the interesting confidence regions
is dramatically reduced. This indicates a drawback of the algorithm in correctly mapping
confidence intervals around the global best-fit point. This problem is not unexpected, as
the primary purpose of GAs is to find global maxima or minima for a specific function as
quickly as possible; if they succeed in this, there is no reason for them to start mapping
the other less important surrounding points. This issue obviously becomes more serious

4Other two- and also one-dimensional profile likelihood plots for the parameters and observables exhibit

similar features, so add little to the discussion.
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Figure 8: Individual two-dimensional profile likelihoods in the m0-m1/2 plane for each of the 10 runs

employed in our analysis. Each panel shows the statistically-consistent results of each scan based on the

best-fit point found in that scan. As in previous figures, the inner and outer contours represent 68.3% (1σ)

and 95.4% (2σ) confidence regions, respectively. The dotted circles show the best-fit points of each run.

The sample points have been divided into 75×75 bins in all plots. Panels are sorted according to the values

for the best-fit χ2. The final two-dimensional profile likelihood in Fig. 1a is obtained by combining all 10

scans and drawing iso-likelihood contours relative to the global best fit, i.e. χ2 = 9.35.

when spike-like best-fit regions exist, a characteristic which appears to be the case for the
CMSSM. For example, the existence of relatively large high-likelihood regions in panels
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4,5,6,7,8 and 10 is probably due to the fact that there are many points with likelihood
values very close to the highest one, distributed in a large area; this is not the case for runs
1,2, or 3. This means that if the GAs continue to run in those cases and it so happens that
the global best-fit point of run 1 is found at some stage, their mapping of the interesting
regions will be much better than the present case in run 1. This is again an indication that
there is a trade-off between how quickly we want the algorithm to find the actual global
best-fit point and how accurately it is supposed to map the confidence regions; employing
more advanced operators and strategies in the algorithms might improve the situation.

As far as our current implementation of GAs is concerned, all the above imply that
the algorithms have not converged properly in every individual run. Firstly, they have
not been able to find the actual global best-fit point in all (or even necessarily any) of
the scans, and secondly, in the run with the highest-likelihood best-fit point (run 1), the
mapping of the confidence regions around that point is rather unsatisfactory. On the
other hand, most of the unwanted features discussed here are alleviated by combining the
results of all 10 runs. This demonstrates the important role that parallelisation could
play in improving the efficiency of GAs. Although our full set of sample points seems to
provide better results than MultiNest, we are still not sure that this parallel version of
the algorithm has converged either. This is again because the number of separate runs
employed in our analysis is chosen rather arbitrarily. The arbitrariness in both the number
of runs and the termination criteria in each run means that no result-driven convergence
condition exists in our GAs. One could possibly utilise more sophisticated criteria in the
termination condition, giving rise to better estimates of the convergence in each run, but to
our knowledge no problem-independent such alternatives exist; we leave the investigation
of such possibilities for future work.

As discussed in Sec. 3.1, even though such a convergence condition does exist for the
MultiNest scans, making the algorithm terminate after less total likelihood evaluations than
our GAs, it still misses many points that are important in the frequentist framework. The
convergence criterion for MultiNest is defined in terms of the Bayesian evidence; even if
a run is properly converged in terms of the evidence, this convergence makes sense only
in the context of the Bayesian posterior PDF, not a frequentist profile likelihood analysis.
That is, many isolated spikes might have been missed, and consequently the likelihood
might not have been mapped effectively. Even tuning the convergence parameters (such
as the tolerance) may not help. This is because if the MultiNest algorithm does not find a
high-likelihood point on its first approach to a region, it is given no chance to go back and
find it at a later stage. This means that even if the convergence parameter for MultiNest is
tuned in such a way that the algorithm runs for the same number of likelihood evaluations
as a GA (i.e. 3 million here), this does not help in finding better-fit points. One should thus
be very careful in introducing convergence criteria to any scanning techniques (including
GAs and MultiNest) dealing with a complex model such as the CMSSM; the criteria should
be carefully defined depending on which statistical measure is employed.

We also point out that the isolated likelihood spikes missed by Bayesian algorithms
will only fail to affect the posterior mass if a limited number of them exist. If there are a
significant number of spikes, they could add up to a large portion of the posterior mass, and
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affect even the Bayesian inference. Our GA results indicate that many such missed points
actually exist, hinting that MultiNest might not have even mapped the entire posterior
PDF correctly. Given the frequentist framework of this paper, this must unfortunately
remain mere speculation, as our results do not allow any good estimate to be made of the
posterior mass contained in the extra points.

We conclude this section by emphasising the role of parallelisation in terms of required
computational power. Not only does the parallelisation enhance the scanning efficiency of
GAs by reducing the probability of premature convergence and trapping in local maxima,
it also increases the speed significantly. This can be done in different ways. Firstly, GAs
work with a population of points instead of a single individual, providing extensive op-
portunity for treating different individuals in parallel. As an immediate consequence, the
required time in a typical simple GA run with full generational replacement (the scheme
we have used) can in principle decrease by a factor of np, the number of individuals in each
population (100 in our case). The other way to parallelise GAs is to have separate popula-
tions evolve in parallel. By employing more advanced genetic operators and strategies such
as ‘immigration’, individuals in different populations can even interact with each other.
Although we have not employed such advanced parallel versions of the algorithm in our
analysis, the samples have been generated in a parallel manner, i.e. through 10 separate
runs with 3000 generations each.

4. Summary and conclusions

Constraining the parameter space of the MSSM using existing data is under no circum-
stances an easy or straightforward task. Even in the case of the CMSSM, a highly simplified
and economical version of the model, the present data are not sufficient to constrain the
parameters in a way completely independent of computational and statistical techniques.

There have been several efforts to study properties and predictions of different versions
of the MSSM. Many recent activities in this field have used scanning methods optimised
for calculating the Bayesian evidence and posterior PDF. Those analyses have been highly
successful in revealing the complex structure of SUSY models, demonstrating that some
patience will be required before we can place any strong constraints on their parameters.
The same Bayesian scanning methods have also been employed for frequentist analyses of
the problem, particularly in the framework of the profile likelihood. These methods are
not optimised for such frequentist analyses, so care should be taken in applying them to
such tasks.

We have employed a completely new scanning algorithm in this paper, based on Genetic
Algorithms (GAs). We have shown GAs to be a powerful tool for frequentist approaches
to the problem of scanning the CMSSM parameter space. We compared the outcomes
of GA scans directly with those of the state-of-the-art Bayesian algorithm MultiNest, in
the framework of the CMSSM. For this comparison, we mostly considered MultiNest scans
with flat priors, but kept in mind that e.g. logarithmic priors give rise to higher-likelihood
points at low masses in the CMSSM parameter space; we justified this choice of priors.
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Our results are very promising and quite surprising. We found many new high-
likelihood CMSSM points, which have a strong impact on the final statistical conclusions
of the study. These not only influence considerably the inferred high-likelihood regions
and confidence levels on the parameter values, but also indicate that the applicability of
the conventional Bayesian scanning techniques is highly questionable in a frequentist con-
text. Although our initial motivation in using GAs was to gain a correct estimate of the
likelihood at the global best-fit point, which is crucial in a profile likelihood analysis, we
also realised that they can find many new and interesting points in almost all the relevant
regions of parameter space. These points strongly affect the inferred confidence regions
around the best-fit point. Even though we cannot be confident of exactly how completely
our algorithm is really mapping these high-likelihood regions, it has certainly covered large
parts of them better than any previous algorithm.

We think that by improving the different ingredients of GAs, such as the crossover and
mutation schemes, this ability might even be enhanced further. We largely employed the
standard, simplest versions of the genetic operators in our analysis, as well as very typical
genetic parameters. These turned out to work sufficiently well for our purposes. Although
we believe that tuning the algorithm might produce even more interesting results, it is
good news that satisfactory results can be produced even with a very generic version. This
likely means that one can apply the method to more complicated SUSY models without
extensive fine-tuning.

One interesting outcome of our scan is that the global best-fit point is found to be
located in the focus point region, with a likelihood significantly larger than the best-fit
point in the stau co-annihilation region (which in turn actually still has a higher likelihood
than the global best-fit value obtained with MultiNest, even with logarithmic priors). The
focus point region is favoured in our analysis over the co-annihilation region, in contrast
to findings from some recent MCMC studies [31, 37], where the opposite was strongly
claimed. We also found a rather large part of the stau co-annihilation region, consistent
with all experimental data, located at high m0. This part of the co-annihilation region
seems to have been missed in other recent scans. All these results show that, at least in
our particular setup, high masses, corresponding either to the FP or the COA regions,
are by no means disfavoured by current data (except perhaps direct detection of dark
matter). The discrepancy between this finding and those of some other authors that the
FP is disfavoured might originate in the different scanning algorithms employed, or in the
different physics and likelihood calculations performed in each analysis. We have however
shown, by comparing our results with others produced using exactly the same setup except
for the scanning algorithm, that one should not be at all confident that all the relevant
points for a frequentist analysis can be found by scanning techniques optimised for Bayesian
statistics, such as nested sampling and MCMCs.

We have also calculated some of the quantities most interesting in searches for SUSY at
the LHC, and in direct and indirect searches for dark matter. We showed that GAs found
much better points compared to MultiNest almost everywhere in the interesting mass ranges
of the lightest Higgs boson, gluino and neutralino. We confirmed previous conclusions that
the LHC is in principle able to investigate a large fraction of the high-likelihood points
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in the CMSSM parameter space if it explores sparticle masses up to around 3 TeV. As
far as the Higgs mass is concerned, there are many points with rather low masses that,
although sitting just below the low mass limit given by LEP, are globally very well fit
to the experimental data. In the context of dark matter searches, we noticed that the
global best-fit point and much of the surrounding 1σ confidence level region at high cross-
sections are actually already mostly ruled out by direct detection limits, if one assumes
the standard halo model to be accurate. We also argued that some of these points may
be tested by upcoming indirect detection experiments, in particular the Fermi gamma-ray
space telescope. Finally, we realised that the high-likelihood stau co-annihilation region at
large m0 introduces a new allowed region in the combination of the neutralino mass and
self-annihilation cross-section, which (to our knowledge) has not been observed previously.

We also compared our algorithm with MultiNest in terms of speed and convergence, and
argued that GAs are no worse than MultiNest in this respect. GAs have a large potential for
parallelisation, reducing considerably the time required for a typical run. This property,
as well as the fact that the computational effort scales linearly (i.e. as kN for an N -
dimensional parameter space), also makes GAs an excellent method for the frequentist
exploration of higher-dimensional SUSY parameter spaces.

Finally, perhaps the bottom line of the present work is that we once again see that
even the CMSSM, despite its simplicity, possesses a highly complex and poorly-understood
structure, with many small, fine-tuned regions. This makes investigation of the model
parameter space very difficult and still very challenging for modern statistical scanning
techniques. Although the method proposed in this paper seems to outperform the usual
Bayesian techniques in a frequentist analysis, it is important to remember that it may by
no means be the final word in this direction. Dependence of the results on the chosen
statistical framework, measure and method calls for caution in drawing strong conclusions
based on such scans. The situation will of course improve significantly with additional
constraints provided by forthcoming data.
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ABSTRACT
The first stars in the history of the Universe are likely to form in the dense central regions of ∼ 105–

106 M⊙ cold dark matter halos at z ≈ 10–50. The annihilation of dark matter particles in these
environments may lead to the formation of so-called dark stars, which are predicted to be cooler,
larger, more massive and potentially more long-lived than conventional population III stars. Here, we
investigate the prospects of detecting high-redshift dark stars with the upcoming James Webb Space
Telescope (JWST). We find that dark stars at z > 6 are intrinsically too faint to be detected by
JWST. However, by exploiting foreground galaxy clusters as gravitational telescopes, certain varieties
of cool (Teff ≤ 30000 K) dark stars should be within reach at redshifts up to z ≈ 10. If the lifetimes
of dark stars are sufficiently long, many such objects may also congregate inside the first galaxies. We
demonstrate that this could give rise to peculiar features in the integrated spectra of galaxies at high
redshifts, provided that dark stars make up at least ∼ 1% of the total stellar mass in such objects.
Subject headings: Dark matter – Galaxies: high-redshift – stars: general – cosmology

1. INTRODUCTION

The first stars in the history of the Universe are pre-
dicted to form inside ∼105–106M⊙ minihalos at red-
shifts z ≈ 10–50 (e.g. Yoshida et al. 2003). Due to the
lack of efficient coolants in the primordial gas at these
early epochs, the resulting population III stars are be-
lieved to be very massive (& 100 M⊙; e.g. Abel et al.
2002; Bromm et al. 2002), hot (effective temperature
Teff ∼ 105 K; e.g Bromm et al. 2001) and short-lived
(≈ 2–3 Myr; Schaerer 2002). Non-rotating population
III stars with masses of 50–140 M⊙ or M > 260 M⊙
are expected to collapse directly to black holes, whereas
stars with masses of 140–260 M⊙ may produce luminous
pair-instability supernovae (e.g. Heger et al. 2002). The
latter may enrich the ambient medium with heavy ele-
ments and initiate the transition to the normal mode of
star formation (population I and II, with a characteris-
tic stellar mass < 1 M⊙) known from the low-redshift
Universe. The highly energetic radiation emitted from
population III stars during their lifetimes may also have
played an important role in cosmic reionization at z > 6
(e.g. Sokasian et al. 2004; Trenti & Stiavelli 2009). An
observational confirmation of very massive population III
stars would be an important breakthrough in the study
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of the star formation, chemical enrichment and reioniza-
tion history of the Universe.

The James Webb Space Telescope10(JWST), sched-
uled for launch in 2014, has been designed to study
the epoch of the first light, reionization and galaxy
assembly, but is not expected to be able to directly
detect individual population III stars at z & 10.
Searches for population III stars with the JWST would
instead focus on the pair-instability supernovae pro-
duced at the end of their lifetimes (Weinmann & Lilly
2005), or on ∼105–107 M⊙ clusters of population
III stars (Bromm et al. 2001; Scannapieco et al. 2003;
Trenti et al. 2009; Johnson et al. 2009; Johnson 2009).
Other alternatives are to look for the spectral signatures
of population III stars forming in pockets of unenriched
gas within high-redshift galaxies (Tumlinson & Shull
2000; Schaerer 2002, 2003; Dijkstra & Wyithe 2007;
Johnson et al. 2008), or their integrated contribu-
tion to the infrared extragalactic background light
(Cooray et al. 2009).

It has recently been recognized that annihilation of
dark matter in the form of Weakly Interacting Mas-
sive Particles (WIMPs; e.g. the lightest supersymmet-
ric or Kaluza-Klein particles, or an extra inert Higgs
boson) may have generated a first population of stars
with properties very different from the canonical popu-
lation III (Spolyar et al. 2008). Because the first stars
are likely to form in the high-density central regions
of minihalos, annihilation of dark matter into stan-
dard model particles could serve as an additional en-
ergy source alongside or instead of nuclear fusion. This
leads to the formation of so-called dark stars, which are
predicted to be cooler, larger, more massive and po-
tentially longer-lived than conventional population III
stars (Spolyar et al. 2008; Iocco 2008; Freese et al. 2008;
Iocco et al. 2008; Yoon et al. 2008; Taoso et al. 2008;
Natarajan et al. 2009; Freese et al. 2009; Spolyar et al.
2009; Umeda et al. 2009; Ripamonti et al. 2009). Sim-

10 http://www.jwst.nasa.gov
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ilar effects have been seen in studies of the impacts of
dark matter upon population I and II stars (Salati & Silk
1989; Fairbairn et al. 2008; Scott et al. 2008, 2009a;
Casanellas & Lopes 2009).

A significant population of high-redshift dark stars
could have important consequences for the forma-
tion of intermediate and supermassive black holes
(Spolyar et al. 2009), for the cosmic evolution of the pair-
instability supernova rate (Iocco 2009), for the X-ray ex-
tragalactic background and for the reionization history
of the Universe (Schleicher et al. 2009). Effects such
as these can be used to indirectly constrain the prop-
erties of dark stars, but no compelling evidence for or
against a dark star population at high redshifts has so
far emerged. Here, we explore a more direct approach –
the prospects for detection of population III dark stars
using the JWST.

While the bolometric luminosities of high-mass dark
stars are of the same order as those of more conventional
population III stars (e.g. Yoon et al. 2008; Spolyar et al.
2009), their lower temperatures (Freese et al. 2008;
Taoso et al. 2008; Yoon et al. 2008; Spolyar et al. 2009)
act to shift the bulk of their energy output closer to the
wavelength range of the JWST detectors (0.6–29 µm).
For the redshift range relevant for studies of first stars
with the JWST (z . 15), this implies that dark stars may
attain continuum fluxes in the observer’s frame that are
higher than those of population III star powered entirely
by fusion.

The expected lifespan of dark stars is a crucial aspect
when attempting to assess the detectability of such ob-
jects at high redshifts. In principle, dark stars could
live indefinitely, provided that there is ample dark mat-
ter available to fuel them. Dark stars are powered by
gravitationally-contracted dark matter, pulled into their
core as infalling gas steepens the gravitational potential
during the formation phase. Because annihilation de-
pletes the dark matter present within a star, ordinary
fusion processes eventually take over as the dominant
power source if the dark matter is not replenished. At
this point, the dark star will essentially transform into
a conventional population III star, albeit more massive
because the increased duration of the formation phase
has allowed it to accrete more gas. The dark matter
present within the star during formation will last only for
a few million years. These reserves may later be replen-
ished by scattering of WIMPs on nucleons, causing them
to lose energy and become captured in the stellar core.
This could boost the longevity of dark stars substantially
(Iocco et al. 2008; Freese et al. 2008; Yoon et al. 2008;
Taoso et al. 2008; Spolyar et al. 2009; Iocco 2009). The
ongoing replenishment of the dark matter through cap-
ture and the resultant increase in longevity rely upon a
number of strong assumptions and approximations, and
the feasibility of such a mechanism is still yet to be
proven by detailed calculations (Sivertsson & Gondolo
2010).

Whether the capture process will be efficient depends
on two factors: the scattering cross-sections of the dark
matter particles with ordinary nucleons, and the amount
and density of dark matter available for capture from
the star’s surroundings. The WIMP-nucleon scattering
cross-sections can be constrained by direct detection ex-
periments (e.g. Savage et al. 2008; Ahmed et al. 2009)

and searches for neutrinos produced by annihilation in
the Sun (e.g. Abbasi et al. 2009). The question of the
amount of dark matter available for refueling is more
complicated (Sivertsson & Gondolo 2010). In a pristine
halo, WIMP annihilations and scatterings during the for-
mation stage would eventually deplete orbits with low
angular momenta and result in a cavity of reduced dark
matter density in the vicinity of the dark star. Whether
infalling WIMPs could restore the balance before the star
evolves into a supernova or a black hole may depend on
the overall structural evolution of the minihalo (e.g. con-
traction, mergers with other halos), on tidal interactions
of the dark star with subhalos, gas clouds and possi-
bly other population III stars within the minihalo itself.
Should a violent event cause the dark star to venture far
from the centre of the minihalo, the dark matter density
would very quickly become too low to sustain further
dark matter burning. At the current time, estimates of
the dark star lifetime in the presence of capture range
from a few times 105 to 1010 years (e.g. Yoon et al. 2008;
Iocco 2009; Sivertsson & Gondolo 2010). Many of the
mechanisms mentioned above for replenishing the dark
matter in the centre of the dark star have moreover not
yet been explored. In this paper, we will therefore treat
the duration of the dark star phase as a free parameter.

Model atmospheres and evolutionary histories of dark
stars are presented in Sect. 2. The detectability of iso-
lated dark stars, with and without the effects of gravita-
tional lensing by foreground galaxy clusters, is explored
in Sect. 3. In Sect. 4, we explain how high-redshift dark
stars can be distinguished from other objects based on
their JWST colours, and discuss the possibility of de-
tecting the spectral signatures of dark stars in the first
generations of galaxies. Sect. 5 summarizes our findings.
Throughout this paper, we will assume a ΛCDM cosmol-
ogy with ΩΛ = 0.73, ΩM = 0.27 and H0 = 72 km s−1

Mpc−1.

2. MODELS FOR DARK STARS

2.1. Stellar structure and evolution
As described in the previous section, two physical pro-

cesses exist for bringing dark matter into a star: gravi-
tational contraction, and capture by nuclear scattering.
Studies of the structure, formation and evolution of dark
stars have so far employed one of two simulation tech-
niques: either a ‘formationary’ or a ‘hydrostatic’ ap-
proach. In general, either physical process (or both) can
be included with either simulation technique. Most stud-
ies to date employing the formationary approach have
only included gravitational contraction, whereas most
studies following the hydrostatic approach have only in-
cluded capture by nuclear scattering. There are however
notable examples of both hydrostatic (Iocco et al. 2008)
and formationary (Spolyar et al. 2009) studies which in-
clude both physical processes.

The formationary approach follows the initial
collapse of the pre-stellar gas cloud, the resul-
tant gravitational contraction of its dark matter
halo, and the subsequent formation of the dark star
(Spolyar et al. 2008; Freese et al. 2008; Natarajan et al.
2009; Ripamonti et al. 2009; Spolyar et al. 2009;
Ripamonti et al. 2010). This approach captures the
salient points of dark star formation and early evolu-
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TABLE 1
Dark star models

WIMP mass M (M⊙)a R (cm)a log10(g)b Teff (K)a tburn (yr) tSA (yr) tmax (yr) Atmosphere max(zobs)
c

1 GeV 106 2.4× 1014 −0.612 5.4× 103 > 1010 2.0× 105 2.0× 107 marcs 10
371 2.7× 1014 −0.170 5.9× 103 > 1010 1.2× 106 1.2× 108 marcs 11
690 1.1× 1014 0.879 7.5× 103 > 1010 2.4× 107 5.0× 108 marcs 11
756 3.7× 1013 1.865 1.0× 104 > 1010 2.3× 108 5.0× 108 tlusty 9
793 5.7× 1012 3.511 3.0× 104 > 1010 8.7× 108 5.0× 108 tlusty 11
824 5.8× 1011 5.512 1.1× 105 6.2× 106 4.9× 109 6.2× 106 tlusty 0.5

100GeV 106 7.0× 1013 0.458 5.8× 103 > 1010 6.0× 106 5.0× 108 marcs 6
479 8.4× 1013 0.955 7.8× 103 > 1010 2.2× 107 5.0× 108 marcs 11
716 1.1× 1013 2.895 2.3× 104 > 1010 2.9× 108 5.0× 108 tlusty 15
756 2.0× 1012 4.399 5.5× 104 2.2× 109 1.6× 109 5.0× 108 tlusty 3
787 5.8× 1011 5.492 1.1× 105 5.9× 106 4.5× 109 5.9× 106 tlusty 0.5

10TeV 106 2.2× 1013 1.463 6.0× 103 > 1010 1.7× 108 5.0× 108 marcs 2
256 2.2× 1013 1.846 8.0× 103 > 1010 3.1× 108 5.0× 108 marcs 4
327 2.0× 1013 2.036 1.0× 104 > 1010 2.8× 108 5.0× 108 tlusty 5
399 6.6× 1012 3.085 2.5× 104 > 1010 2.9× 108 5.0× 108 tlusty 7
479 2.9× 1012 3.879 3.2× 104 > 1010 1.9× 109 5.0× 108 tlusty 2
550 6.0× 1011 5.307 9.5× 104 1.3× 107 3.6× 109 1.3× 107 tlusty 0.5
553 4.8× 1011 5.503 1.1× 105 5.1× 106 3.9× 109 5.1× 106 tlusty < 0.5

a from Spolyar et al. (2009)
b in units of g cm−1 s−2

c This observability limit is set by the requirement that a single dark star should be sufficiently bright in at least one JWST filter to give
a 5σ detection after a 100 h exposure, if a gravitational magnification of µ = 160 is assumed (see Sect. 3).

tion, which are primarily governed by the annihilation
of the gravitationally-contracted dark matter. The
strategy is not optimised for dealing with the stellar
evolution after formation, because it relies on either
full hydrodynamic simulations (Natarajan et al. 2009;
Ripamonti et al. 2009, 2010) or analytical approxima-
tions to them (Spolyar et al. 2008, 2009), becoming
either too numerically-demanding or reliant upon simple
polytropes once the star has condensed.

The hydrostatic approach assumes some initial
model for either a main-sequence (Scott et al. 2008;
Yoon et al. 2008; Taoso et al. 2008; Scott et al.
2009a; Casanellas & Lopes 2009) or pre-main se-
quence star (Iocco et al. 2008; Umeda et al. 2009;
Casanellas & Lopes 2009). This model is then run
through a modified quasi-hydrostatic stellar evolution
code (e.g. Scott et al. 2009b) and evolved with the
inclusion of energy injection by WIMP annihilation.
Late-stage evolution is typically dominated by the dark
matter distribution outside the star and the resultant
rate at which WIMPs are captured by the nuclear
scattering process. Progress has been made in including
some early-stage effects, like gravitationally-contracted
dark matter (Iocco et al. 2008) and gas accretion
(Umeda et al. 2009), but the realism of such simulations
ultimately suffers from their inability to deal with times
before hydrostatic equilibrium is reached. For our
purposes, the most significant finding in hydrostatic
studies was the possibility that the lifetimes of dark stars
might be extended. In this situation, WIMP-dominated
models ‘stall’ (either temporarily or permanently) when
they reach an equilibrium configuration somewhere on
the Hayashi track (Fairbairn et al. 2008; Scott et al.
2008; Iocco et al. 2008; Yoon et al. 2008; Taoso et al.
2008). For a given stellar mass, the position is essentially
dependent only on the WIMP capture rate (Scott et al.
2009a), and does not depend strongly on whether
simulations are started from the main or pre-main

sequence (Casanellas & Lopes 2009).
The formationary approach produces more realistic

protostellar structures, whereas the hydrostatic one al-
lows more accurate modelling of long-term evolution. It
is likely that the results of more sophisticated simula-
tions, where formation and later quasi-hydrostatic evo-
lution are treated self-consistently and detailed capture
calculations are also included, would resemble a superim-
position of the hydrostatic results upon the formationary
ones. Depending upon the time required for dark mat-
ter captured by nuclear scattering to become a significant
contributor to a star’s energy budget, three outcomes are
possible:

1. The star may stall directly on the evolutionary
paths described by Spolyar et al. (2009) during its
march towards the main sequence.

2. The star may contract onto the ZAMS as per the
Spolyar et al. (2009) paths, and then re-inflate as
annihilation of captured dark matter pushes it back
up the Hayashi track.

3. The star might travel only some of the way to the
ZAMS, but then be turned around and partially re-
inflate as the captured dark matter asserts itself.

Scenario 1 would typically be associated with a very
quick onset of annihilation from dark matter captured
by nuclear scattering, 2 would result if capture takes a
very long time to assert itself, and 3 is an intermediate
scenario. The amount of time the captured population
takes to become significant is most sensitive to the total
capture rate, but also to the time required for equilib-
rium to be achieved between capture and annihilation,
and the time required for WIMPs to thermalise inside
the star. These quantities in turn depend very strongly
on the adopted models for the WIMP particle (mass, an-
nihilation cross-section and scattering cross-section) and
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the dark matter halo (density and velocity structure). In
particular, these dependencies are rather degenerate; the
impact of a short equilibrium timescale can for example
be mimicked by a denser dark matter halo. This picture
is further complicated by the fact that accretion may also
continue to some degree in scenarios 1 and 3, because it
may not have been halted by radiative feedback when
the star draws close to the the main sequence. The more
massive a star becomes, the more dark matter is needed
to keep it from contracting onto the main sequence.

Where in the HR diagram a stalled configuration oc-
curs depends upon the total capture rate of dark mat-
ter; different annihilation rates are required to support
an equilibrium structure at different locations on the
Hayashi track. For a fixed stellar mass, greater rates of
capture are required to support a star further from the
ZAMS, i.e. at earlier stages in its contraction. However,
larger stellar masses require substantially higher capture
rates, so in realistic formation scenarios this effect will
be countered to some degree by accretion. Which effect
dominates depends upon the actual accretion rate during
the formation phase.

How long the stalling phase persists is determined by
the timescale over which the star’s hydrogen remains un-
depleted at a given position on the Hayashi track, and
how long capture can be realistically maintained at the
given rate. The hydrogen burning timescale is a func-
tion of the central temperature and density of the star
(i.e. the position on the Hayashi track), so is therefore
also a function of the capture rate. At low capture rates,
nuclear burning takes over relatively quickly regardless
of how long capture continues, whereas at high capture
rates it can in principle remain suppressed (or even en-
tirely absent) for an indefinite period, unless capture
drops because the WIMP halo has been depleted.

For very low capture rates – where stars stall only
very briefly near the main sequence (e.g. very late on the
Spolyar et al. tracks) – the longest possible lifetime of a
dark star is set by the hydrogen-burning lifetime. This is
the approximate maximum time tburn that it would take
for all the core hydrogen to be converted to helium, if
the star were not to contract any further. In the case of
the first stars, this is given by the rate-limiting step of
the pp-chain (p + p→ d + e+ + νe), such that

tburn =
1

2mprpp(Tc, ρc)
. (1)

Here mp is the proton mass, Tc and ρc are the central
temperature and density of the star, and rpp is the nu-
clear reaction rate, given in Cox (2000).

For very high capture rates, the longest plausible life-
time of a dark star is instead set by the time required
for the surrounding dark matter density to drop below
that required to sustain the star, due to self-annihilation
in the halo. Once the density of the halo is lowered,
capture is reduced and the star contracts and gradu-
ally moves onto the main sequence. The halo density
required to power a dark star of a given mass and lu-
minosity can be estimated using Eq. (14) in Iocco et al.
(2008). The self-annihilation time tSA for a halo with
a given dark matter density can then be obtained by
e.g. inverting Eq. (6) in Scott & Sivertsson (2009). The
self-annihilation times obtained in this manner are rather

approximate, relying on a number of assumptions we
already know to be violated in the first stars (a con-
stant halo self-annihilation rate and the constant infall
of WIMPs from a uniform, unbound dark matter halo
with an assumed velocity structure). A more conserva-
tive approach, which is thus also much less dependent
on the adopted halo model, is to take the corresponding
upper limit on stellar lifetimes to be ∼100 tSA, which is
the strategy adopted in this paper.

The capture and evolutionary histories of the first stars
are clearly very dependent upon the adopted dark matter
particle and halo models. To parameterise these uncer-
tainties, as a simple approximation we consider models
stalling at various positions on the evolutionary tracks of
Spolyar et al. (2009). These models occupy similar posi-
tions in the HR diagram to those computed from ZAMS
starting models (e.g. Iocco et al. 2008), despite the rather
different physical interpretation of the two scenarios. We
allow stars to stall at various positions on these tracks
for times of up to tstall = 5 × 108 yr. This upper limit
roughly corresponds to the highest lifetimes considered
realistic by Iocco (2009). To also take into account the
effects of nuclear burning and halo self-annihilation, we
limit the plausible lifetimes for any given model to values
below

tmax = min(tstall, tburn, 100 tSA). (2)

The parameters for these models are listed in Table 111

This age span allows dark stars forming as early as
z = 30 to survive until z ≈ 10, and those forming as
late as z = 10 to survive until the end of reionization
(z ≈ 6). We consider models computed with three differ-
ent WIMP masses (1 GeV, 100GeV and 10TeV) in the
‘minimal capture’ approximation of Spolyar et al. (2009)
in which WIMP annihilation and nuclear fusion con-
tribute equally to the total stellar luminosity; further
details can be found in that paper.

2.2. Model atmosphere spectra
To compute the expected spectral energy distributions

(SEDs) of dark stars, we have used the MARCS stellar
atmosphere code (Gustafsson et al. 2008) for Teff ≤ 8000
K objects and the TLUSTY code (Hubeny & Lanz 1995)
for Teff ≥ 10000 K. Since neither code is able to han-
dle objects in the Teff ≈ 8000–10000 K range, we have
interpolated the evolutionary tracks to produce replace-
ment points just outside this temperature region when-
ever possible. In a few cases, it turned out to be nec-
essary to adopt surface gravities log(g) slightly different
from those given by the Spolyar et al. (2009) track to get
convergence from MARCS. Neither the omission of the
Teff ≈ 8000-10000 K data points, nor the log(g) devia-
tions have any significant impact on the results of this
paper.

Provided that the properties of dark matter allow the
formation of dark stars, objects of this type are ex-

11 Due to convergence problems with the stellar atmosphere
models for certain combinations of parameter values, the 100 GeV
WIMP track in Table 1 has one data points less than the track
in Spolyar et al. (2009). This does not have any impact on the
results from the present paper, since the parameter space sampling
of the converged models is more than sufficient to reveal the over-
all trends in magnitude and colour evolution. The 10 TeV WIMP
track also contains one data point more than the Spolyar et al.
track to better bracket the 8000–10000 K divide.
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pected to be among the first stars forming in the his-
tory of the Universe, and therefore to have extremely
low metallicities Z, possibly at the level given by Big
Bang nucleosynthesis (this implies Z ∼ 10−9, mainly
due to Li; e.g. Iocco et al. 2007). All models therefore
assume primordial abundances of H and He. For com-
putational reasons, the MARCS atmospheres assume an
overall metallicity of Z = 2.5 × 10−7 (corresponding to
[Fe/H] = −5 with the α-enhanced abundance ratios dis-
cussed in Gustafsson et al. 2008), whereas the TLUSTY
have been computed at Z = 0. Tests indicate that this
minor inconsistency amounts to an uncertainty in the fi-
nal JWST magnitudes of ∼ 0.01 mag, which is irrelevant
for the present study.

The TLUSTY models cover the restframe wavelength
range 0.015–300 µm, whereas the MARCS model cover
0.13–20 µm. While parts of the spectra at wavelengths
shortward of 0.13 µm may be redshifted into the range
of the JWST detectors (0.6–29 µm) at z > 4, the fluxes
in this part of the spectra are too small for detection.
The wavelength coverage of our models is therefore more
than adequate for our needs. To obtain JWST mag-
nitudes, the model spectra have been convolved with
the filter profiles for all the broadband filters available
for the NIRCam (0.6–5 µm) and MIRI (5–29 µm) in-
struments, and calibrated using the AB system. This
calibration, which will be used throughout this paper,
is based on physical fluxes and defined so that an ob-
ject with a constant flux per unit frequency interval of
3631 Jy has zero AB-magnitudes mAB in all filters. The
rest-frame stellar atmosphere spectra as well as the AB
magnitudes (as a function of redshift from z = 0 to
z = 20 in steps of ∆z = 0.5) for the dark star mod-
els of Table 1 are available in electronic format from:
http://www.astro.su.se/∼ez

3. THE DETECTABILITY OF HIGH-REDSHIFT DARK
STARS

3.1. Dark stars in random fields
In Fig. 1, we present the AB magnitudes of all dark star

models from Table 1 as a function of redshift (z = 1–20)
in the NIRCam F444W filter. Also included are two esti-
mated JWST detection thresholds for point sources, in-
dicated by dashed horizontal lines. The first one is based
on 10σ detections for 104 s exposures (thick dashed) and
the second on 5σ detections after 100 h (3.6× 105 s) ex-
posures (thin dashed). The former represent the fiducial
JWST detection limits listed on the JWST homepage12,
whereas the latter roughly correspond to the magnitude
limits expected for ‘ultra deep field’ type observations.

It is immediately clear that all dark star models lie sig-
nificantly below both these detection thresholds at high
redshifts. At z = 10–20, the intrinsic luminosities of the
dark stars convert into apparent magnitudes that are 4–
14 magnitudes too faint. Hence, without the magnifica-
tion boost of a foreground galaxy cluster, JWST will not
be able to detect individual population III dark stars at
the redshifts where they formed. Long-lived dark stars
surviving until the end of reionization (z ≈ 6) appear
somewhat brighter, but are still at least 2.5 magnitudes
below the detection limit.

12 http://www.jwst.nasa.gov/
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Fig. 1.— The predicted apparent AB magnitudes of dark stars
at z = 1–20 in the NIRCam/F444W filter. Each solid line corre-
sponds to a separate dark star model from Table 1. The dashed
horizontal lines correspond to the JWST detection limits for a 10σ
detection of a point source after 104 s of exposure (thick dashed)
and for a 5σ detection of a point source after 3.6 × 105 s (100
h) of exposure (thin dashed). At z = 10–20, the dark stars are
4–14 magnitudes too faint for detection. Hence, without the mag-
nification boost of a foreground galaxy cluster, JWST will not be
able to detect individual population III dark stars at the redshifts
where they formed. Long-lived dark stars surviving until the end
of reionization (z ≈ 6) appear somewhat brighter, but are still at
least 2 magnitudes below the detection limit.

Some of the dark star models in Fig. 1 exhibit F444W
magnitudes which change very little as a function of
redshifts. This is due to the steep the spectra of the
Teff > 20000 K dark stars, which attain their peak
fluxes at rest wavelengths < 0.2µm (i.e. on the short-
wavelength side of the F444W filter for all redshifts in
the plotted range). As the redshift is increased, intrin-
sically brighter parts of their spectra are redshifted into
the F444W filter, and this almost exactly compensated
for the increased luminosity distance.

In Fig. 2, we display AB magnitudes for all dark stars
from Table 1 at z = 6 and z = 10 as a function of the cen-
tral wavelengths of all broad JWST filters. The JWST
detection limits, defined as in Fig. 1, are also included.
All dark star models from Table 1 lie significantly faint-
ward of these thresholds, regardless of which filter is used.
However, a magnification of µ = 160 due to gravitational
lensing by a foreground galaxy cluster (see Sect. 3.2)
would shift all models upward by ≈ 5.5 magnitudes (as
indicated by the vertical arrow) and shift certain vari-
eties of dark stars into the brightness regime detectable
by the NIRCam instrument (but not by MIRI). This is
the case for several of the Teff ≤ 8000 K dark stars (red
lines) and a couple of the 8000 < Teff ≤ 30000 K dark
stars (green lines) at both z = 6 and z = 10.

In Fig. 3 we demonstrate the need for using synthetic
stellar atmosphere spectra (as compared to pure black
body spectra) for predictions of this type. In Fig. 3a,
the MARCS spectra for the 106 M⊙ (Teff = 5400 K)
dark star and the TLUSTY spectra for the 756 M⊙
(Teff = 10000 K) dark star from the 1 GeV WIMP track
in Table 1 are compared to black body spectra based on
identical temperatures and bolometric luminosities. At
rest frame wavelengths of λ > 0.4 µm, the shape of the
continua are very similar for the stellar atmosphere and
black body SEDs, but the presence of breaks in the stellar
atmosphere spectra (most notably the Balmer break at
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Fig. 2.— The predicted apparent AB magnitudes of dark stars at z = 6 (a) and z = 10 (b), as a function of central wavelength of the
JWST broadband filters. Each solid line corresponds to a separate dark star model from Table 1. These lines have been colour-coded
according to the effective temperatures of the dark stars: Teff ≤ 8000 K (red), 8000 K < Teff ≤ 30000 K (green) and Teff > 30000 K
(blue). The dashed horizontal lines correspond to the JWST detection limits for a 10σ detection of a point source after 104 s of exposure
(thick dashed) and for a 5σ detection of a point source after 3.6 × 105 s (100 h) of exposure (thin dashed). The progressively brighter
detection thresholds at central wavelengths higher than 4.4µ (log10 λ > 0.65) reflect the lower sensitivity of the MIRI instrument (central
filter wavelengths log10 λ > 0.65) compared to NIRCam (central filter wavelengths log10 λ ≤ 0.65). In both panels, all dark star models
lie significantly faintward of the detection thresholds in all filters, implying that their intrinsic brightnesses are too low to be detected by
JWST. However, a magnification of µ = 160 due to gravitational lensing by a foreground galaxy cluster (see Sect. 3.2) would shift all
models upward by 5.5 magnitudes (as indicated by the vertical arrow) and allow certain varieties of dark stars into the brightness regime
detectable by the NIRCam instrument. This is the case for some of the Teff ≤ 30000 K dark stars (green and red lines) at both z = 6 and
z = 10. The reason why the red lines end abruptly at 1.15 µm (log10 λ = 0.06) for z = 6 and at 2.0 µm (log10 λ = 0.3) for z = 10 is that
the short-wavelength limit (0.13 µm) of the MARCS model spectra have entered the bluer filters at these redshifts. Since this happens at
mAB > 38, which is a brightness regime inaccessible to the JWST, this has no impact on the present study.

λ ≈ 0.36µm) will introduce substantial differences once
these are redshifted into the JWST filters. The stellar
atmosphere SEDs also contain a large number of absorp-
tion lines, but these will have far smaller effect of the
broadband fluxes discussed here. In Fig. 3b, we show
the difference between the magnitudes derived from black
body and the synthetic stellar atmosphere spectra in the
NIRCam F444W filter. The different lines represent the
six dark star models from Table 1 for a WIMP mass of
1 GeV. The solid lines correspond to the MARCS (thick
lines) and TLUSTY (thin lines) dark star SEDs plotted
in Fig. 3a. As seen, there are substantial differences for
the cooler (. 10000 K) dark stars, whereas the differ-
ences for hotter dark stars are below 0.5 mag. This is
primarily because the hotter stars become progressively
more black body-like at the relevant wavelengths. For in-
stance, the 0.36µm break (which makes the black body
spectra overpredict the F444W fluxes at z & 9) is far
less prominent in the hotter dark stars. We conclude,
that while black body spectra may be useful for deriv-
ing order-of-magnitude estimates of JWST fluxes for the
hotter dark stars, detailed stellar atmosphere models are
required to accurately predict the fluxes for cool dark
stars at high redshifts.

3.2. Dark stars magnified by gravitational lensing
Fig. 1 and 2 demonstrate that all dark stars in Ta-

ble 1 are intrinsically too faint at z ≥ 6 to be de-
tected by JWST, even if extremely long exposure times
(texp = 3.6 × 105 s, i.e. 100 h) are considered. The
only hope of detecting isolated dark stars with JWST
at these redshifts would then be to exploit the gravita-
tional lensing provided by a foreground galaxy cluster.
Galaxy clusters at z ≈ 0.1–0.6 can in principle boost

the fluxes of high-redshift objects by up to factors ∼ 100
(e.g. Bradač et al. 2009; Maizy et al. 2009). As shown in
Fig. 2, this would be sufficient to lift some of the cooler
(Teff < 30000 K) dark star models above the JWST de-
tection threshold. For each separate dark star model, the
entries in the max(zobs) column in Table 1 indicate the
maximum redshifts at which 5σ detections are possible
in at least one JWST filter after 3.6×105 s (100 h) expo-
sures, assuming a magnification of µ = 160 (see below).
No dark stars are detectable at z > 15, even when this
boost due to lensing is taken into account.

How many dark stars at z ≈ 10 would one then expect
to detect in a survey of a single lensing cluster? This
depends on the magnification properties of the cluster,
on the cosmic star formation history of dark stars and
on their typical lifetimes τ . While gravitational lens-
ing boosts the fluxes of background objects, their surface
number densities are at the same time diluted by a factor
equal to the magnification µ. In a region with angular
area θ2 and magnification µ, one can show that the ex-
pected number of dark stars NDS in the redshift interval
[zmin, zmax] is given by:

NDS = cθ2

∫ zmax

zmin

∫ t(z)−τ

t(z)

SFR(t)dos(z)2(1 + z)3

µ(z)MDS

dt

dz
dt dz

(3)
where SFR(t) is the star formation rate (in units of
M⊙ Mpc−3yr−1) of dark stars at cosmic epoch t(z), MDS

is the dark star mass (assumed to be the same for all such
objects) and dos(z) is the angular size distance between
the observer and source at redshift z. In the case of flat
ΛCDM cosmologies, the derivative dt

dz in eq.(3) is given
by:
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Fig. 3.— Synthetic stellar atmosphere spectra compared to black body spectra for dark stars. a) The SEDs of the 106 M⊙, Teff = 5400
K (lower SEDs) and the 756 M⊙, Teff = 10000 K (upper SEDs, mutliplied by 100 to avoid cluttering) dark stars predicted for a 1 GeV
WIMP. The black lines corresponds to the syntetic stellar atmosphere SEDs generated by MARCS (for the lower, Teff = 5400 K spectra)
and TLUSTY (for the upper Teff = 10000 K spectra), whereas the red lines correspond to black body spectra generated for identical
temperatures and bolometric luminosities. The obvious differences are the lack of breaks (most notable at ≈ 0.36 µm) and absorption
lines in the black body spectra. b) The difference between the black body AB magnitudes mBB and the synthetic stellar atmosphere AB
magnitudes mAtmos in the NIRCam F444W filter. The different lines represent the six dark star models from Table 1 for a 1 GeV WIMP.
The solid lines correspond to the MARCS (thick line) and TLUSTY (thin lines) dark star SEDs plotted in a). There are substantial
differences between mBB and mAtmos for the cooler (. 10000 K) dark stars, whereas the differences for hotter dark stars are below 0.5
mag. This is primarily because the hotter stars become progressively more black body-like at the relevant wavelengths. For instance, the
0.36 µm break (which gives rise to the negative mBB −mAtmos at z & 9) is far less prominent for hotter objects.

dt

dz
=

1

H0(1 + z) [ΩM (1 + z)3 + ΩΛ]1/2
(4)

When exploring the prospects of detecting isolated
dark stars in the high-magnification regions of a
foreground galaxy cluster, we have adopted MACS
J0717.5+3745 at z = 0.546 as our lensing cluster. This
object has the largest angular Einstein radius detected so
far, with a relatively shallow surface mass-density profile
which boosts the projected area corresponding to high
magnifications (Zitrin et al. 2009). Both of these prop-
erties combine to make this the best lens currently known
for the study of faint objects at very high redshifts. For
this cluster, the angular area over which the magnifica-
tion is in the range µ = 100–300 (with an average mag-
nification µ ≈ 160) for sources at zs = 6–20 is ≈ 0.3
arcmin2.

For the cosmic star formation history SFR(t) of dark
stars, we have explored three different scenarios from
Trenti & Stiavelli (2009) for single population III stars
forming through H2 cooling in minihalos. These three
scenarios differ in their assumptions concerning the
amount of Lyman-Werner (herafter LW) feedback ex-
pected during the relevant epochs. LW radiation is emit-
ted by hot, high-mass stars, destroys H2 and inhibits
further population III star formation along this cooling
channel. The very massive, fusion-driven population III
stars that Spolyar et al. (2009) envision as the descen-
dants of dark stars will emit copious amounts of LW ra-
diation. However, if many of the population III stars that
form through H2 cooling (population III.1 stars in the no-
tation suggested by Greif & Bromm 2006) go through a
long-lived dark star phase (during which LW fluxes are
insignificant due to the very low effective temperatures
of these objects), this could substantially delay the onset
of the LW feedback compared to scenarios with no dark
stars. Hence, the amount of LW feedback at a given

epoch is expected to depend both on the fraction fDS

of population III.1 stars that at some point become dark
stars, and the typical duration τ of this phase. The three
scenarios from Trenti & Stiavelli (2009) that we consider
are hereafter referred to as standard LW, reduced LW
and no LW, and correspond to the cosmic star formation
histories of population III stars formed through H2 in
minihalos depicted in their Figs. 1, 2 and 3, respectively.
The standard LW scenario, which we consider suitable
for very small fDS and short τ , pushes the bulk of pop-
ulation III star formation to higher redshifts than the
other two (possibly more suitable for large fDS and τ).
Whereas all population III star formation has effectively
ceased by z ≈ 10 in the standard LW model, significant
formation of such stars continues to lower redshifts in the
other two scenarios.

In Fig. 4, we plot the apparent AB magnitudes of se-
lected dark star models versus the number of dark stars
expected within the high-magnification regions (µ =
100–300; µ ≈ 160) of MACS J0717.5+3745 per unit red-
shift interval. These plots are based on the assumption of
fDS = 1, i.e. that all population III stars formed through
H2 cooling in minihalos become dark stars, and that all
such dark stars display similar properties (in terms of
mass, temperature, radius and lifetime). In reality, this
may not be very realistic. The individual merger history
of each minihalo is likely to give rise to some variation
in the central CDM density. Some minihalos may also
host multiple stars (Turk et al. 2009; Stacy et al. 2009),
which could cause some or all of the population III stars
forming in such systems to wander out of the minihalo
centre where dark matter annihilation is the most effi-
cient. The predictions in Fig. 4 can, however, easily be
rescaled to other dark star fractions by shifting the curves
downward by a factor fDS.

The left column of Fig. 4 displays the results for the
690 M⊙, Teff = 7500 K dark star from the 1 GeV WIMP
track and the right column the corresponding results for
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Fig. 4.— The number of dark stars per unit redshift interval predicted within the high-magnification regions (µ = 100–300) of the galaxy
cluster MACS J0717.5+3745, as a function of their apparent AB magnitudes in the JWST/NIRCam F444W (left column) and F200W
(right column) filters. In the left column, the 690 M⊙ dark star model with Teff = 7500 K from the 1 GeV WIMP track has been used,
and in the right column the 716 M⊙ dark star with Teff = 23000 K from the 100 GeV WIMP track. Within each panel, the differently
coloured lines correspond to dark star life times of τ = 1 Myr (orange), 10 Myr (green), 100 Myr (blue) and 500 Myr (purple). Symbols
along these lines indicate dark star redshifts of z = 10 (triangle), z = 15 (star) and z = 20 (square). The different rows correspond to the
standard LW (top row), reduced LW (middle row) and no LW (bottom row) star formation histories for population III stars in minihalos
(Trenti & Stiavelli 2009). The vertical lines within each panel represent the JWST detection thresholds for 10σ detections after 104 s
exposures (thick dashed) and 5σ detections after 3 × 105 s (100 h) exposures (thin dashed). All population III stars forming through H2
cooling in minihalos are here assumed to go through a dark star phase with identical properties, but the results can easily be generalized
by scaling the curves downward by the dark star fraction fDS.
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the 716 M⊙, Teff = 23000 K from dark star from the 100
GeV WIMP track. Due to the different temperatures
of these dark stars, the AB-magnitudes in the NIRCam
F444W filter are used in the left column and the NIRCam
F200W filter in the right column. For each dark star
model, we consider lifetimes of τ = 106 (orange lines),
107 (green lines), 108 (blue lines) and τ = 5 × 108 yr
(purple lines). The three rows of panels in Fig. 4 corre-
spond to the cosmic population III star formation histo-
ries with standard LW (top row), reduced LW (middle
row) and no LW feedback (bottom row). The different
markers within each panel indicate the AB-magnitudes
and numbers of dark stars at redshifts z = 10 (triangle),
z = 15 (star) and z = 20 (square).

In general, long dark star lifetimes τ imply larger num-
bers of dark stars at detectable brightnesses. In the
case of the 690 M⊙, Teff = 7500 K dark star (right col-
umn), considerable numbers (≥ 10) of dark stars are ex-
pected to be sufficiently bright for detection (at 5σ after
3.6 × 105 s) in the high-magnification regions of MACS
J0717.5+3745 at z ≈ 10–11, provided that their lifetimes
are ≈ 5 × 108 yrs. This holds regardless of which of the
three feedback scenarios is adopted. For the reduced LW
and no LW feedback models, significant dark stars are
expected even if the lifetime is closer to τ = 107 yrs.
In the no LW scenario, even τ = 106 yrs dark stars can
be detected behind MACS J0717.5+3745, but only in
modest numbers (< 10). The situation for the 716 M⊙,
Teff = 23000 K dark star (right column) is similar, ex-
cept that this model remains detectable up to a redshift
of z ≈ 15.

Dark stars with τ = 5×108 yr do not show the same de-
cline in their expected numbers when going from z = 15
to z = 10 as dark stars with shorter lifespan do. This
happens because τ = 5 × 108 yr dark stars have life-
times that exceed the cosmic age intervals between ad-
jacent redshift bins, allowing such objects to accumulate
at lower redshifts, even though the cosmic star formation
rate of population III stars is declining at these epochs
for all three feedback scenarios. The Trenti & Stiavelli
(2009) models do not allow us to trace the star forma-
tion history to epochs at z < 10, even though the star
formation rate clearly remains non-zero at z = 10 in both
the reduced LW and no LW feedback scenarios. In fact,
τ = 5 × 108 yrs dark stars forming at z ≥ 10 in these
feedback scenarios will survive in detectable numbers to
even lower redshifts (z ≈ 6), even if one artificially sets
their formation rates to zero at z < 10.

In summary, cool (Teff ≤ 30000 K) and long-lived
(τ & 107 yr) dark stars may well be detected at z ≈ 10
in sizeable numbers within a single, ultra deep JWST
field if one takes advantage of the magnifying power of a
foreground galaxy cluster. In the case of high τ (& 108

yr) and cosmic star formation scenarios which imply sig-
nificant dark star formation at z < 15, several dark
stars may be even seen even if only a minor fraction
(fDS ∼ 0.01–0.1) of all population III stars forming in
minihalos become dark stars with temperatures in the
detectable range.

4. DISCUSSION

4.1. How to distinguish isolated dark stars from other
objects
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Fig. 5.— The JWST/NIRCam m356 − m444 vs. m200 − m277
colours of Teff < 10000 K dark stars at z = 10 (red star sym-
bols) compared to a number of potential interlopers in multiband
surveys: star clusters or galaxies at z = 0–15 (black dots), AGN
template spectra at z = 0–20 (yellow dots), Milky Way stars with
Teff = 2000-50000 K and Z = 0.001− 0.020 (blue dots) and Milky
Way brown dwarfs with Teff = 130–2200 K (green dots). Since
the dark stars reside a region of this colour-colour diagram that is
disconnected from those occupied by these other objects, it should
be possible to identify possible dark star candidates in deep multi-
band JWST/NIRCam surveys of the high-magnification regions of
lensing clusters.

As demonstrated in Sect. 3.2, certain varieties of z ≈
10 dark stars may be sufficiently bright and numerous
to be detected by JWST/NIRCam survey of the high-
magnification regions of a foreground galaxy cluster. But
how does one identify such objects among the overwhelm-
ing number of mundane interlopers located in front of,
inside or beyond the lensing cluster?

Given the many degeneracies involved in the interpre-
tation of broadband photometry, there may well be un-
resolvable ambiguities in some cases. However, many of
the cooler high-redshift dark stars should stand out in
multiband survey data because of their unusual colours.
This is demonstrated in Fig. 5, where we plot the colour
indices m356 − m444 vs. m200 − m277 (based on AB-
magnitudes in the JWST/NIRCam F200W, F277W,
F356W and F444W filters) at z = 10 for all dark stars
from Table 1 with Teff < 10000 K. The colours of these
models (red star symbols) are compared to the colours
predicted for a wide range of galaxies, star clusters, active
galactic nuclei (AGN) and Milky Way stars. The cloud
of black dots in Fig. 5 indicate the colours of integrated
stellar populations (star clusters and galaxies) gener-
ated with the Zackrisson et al. (2001) spectral synthesis
model. These predictions are based on instantaneous-
burst13, Salpeter-IMF stellar populations at redshifts
z = 0–15 with metallicities in the range Z = 0.001-0.020,
ages ranging from 106 yr up to the age of the Universe
at each redshift and a rest-frame stellar dust reddening
of E(B − V ) = 0–0.5 mag assuming the Calzetti et al.
(2000) extinction law. Also included in Fig. 5 are the
expected colours of foreground stars with Teff = 2000-
50000 K and Z = 0.001 − 0.020 in the Milky Way (i.e.
at z = 0), based on the Lejeune et al. (1998) compila-

13 This is a conservative choice, since allowing for more extended
star formation histories would only result in a more restricted
colour coverage for these objects
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Fig. 6.— The rest-frame spectrum of a 106 M⊙, Z = 0.001,
Salpeter-IMF stellar population (stellar mass range 0.08–120 M⊙)
which has formed stars at a constant rate for 108 yrs (black line)
with a superimposed contribution (red line) from ten Teff = 7500
K, 690 M⊙ dark stars (from the 1 GeV WIMP track). Despite mak-
ing up only 0.7% of the stellar mass in this galaxy, these dark stars
give rise to an upturn in the spectrum at rest-frame wavelengths
longward of 0.4µm. In a z = 10 object, this spectral feature should
appear longward of 4.4µm and could serve as a tell-tale signature
of cool dark stars within the first galaxies.

tion of synthetic stellar atmosphere spectra (blue dots),
and the colours of Milky Way brown dwarfs in the 130–
2200 K range based on the Burrows et al. (2003, 2006)
models (green dots). The yellow dots represent the tem-
plate AGN spectra of Hopkins et al. (2007) for bolomet-
ric luminositites log10 Lbol/L⊙ = 8.5–14.0, at redshifts
z = 0–20. Since none of these potential interlopers have
m356 −m444 and m200 −m277 colours that overlap with
those of cool z ≈ 10 dark stars, a diagnostic diagram
of this type can be used to cull objects that are clearly
not dark stars from multiband survey data. However,
given that Teff < 10000 K dark stars are unlikely to at-
tain apparent magnitudes brighter than mAB ≈ 30 at
their peak wavelengths (even when boosted by gravita-
tional lensing; see Fig. 2b), and can realistically only be
detected in one or two NIRCam filters, follow-up spec-
troscopy of the remaining dark star candidates will be
required to establish their exact nature. This will admit-
tedly be very challanging, but a very coarse spectrum
can possibly be obtained for mAB ≈ 30 objects with
JWST/NIRSpec (assuming a 3.6× 105 s exposure). Ob-
jects of this type may also be suitable targets for the 42
m European Extremely Large Telescope14 (E-ELT).

4.2. The spectral signature of dark stars in high-redshift
galaxies

The first galaxies are expected to form at z ≈ 10–
13 in CDM halos with total masses around 108 M⊙
(e.g. Johnson et al. 2008, 2009; Greif et al. 2008; Ricotti
2009). At the time of assembly, each such object is
likely to contain a number of minihalos in which popula-
tion III stars have already formed (Greif et al. 2008). If
some of these population III stars go through a long-lived
(τ & 108 yr) dark star phase, several dark stars may in
principle congregate inside the first generation of galax-
ies and give rise to tell-tale signatures in their integrated
spectra. In Fig. 6, we display the rest-frame spectrum

14 http://www.eso.org/sci/facilities/eelt/
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Fig. 7.— The JWST/NIRCam m356 − m444 vs. m200 − m277
colour evolution as a function of age for a z = 10, low-metallicity
(Z = 0.001), Salpeter-IMF galaxy experiencing a short burst of star
formation (108 yrs) and passive evolution thereafter (black line).
The black triangle indicates an age of 106 yr and the black square
5× 108 yr (roughly the age of the Universe at this redshift). The
star symbols indicate the colours of two cool, z = 10 dark stars from
Table 1: the 7500 K, 690 M⊙ model from the 1 GeV WIMP track
(blue star) and the 5800 K, 106M⊙ model from the 100 GeV WIMP
track (red star). Both of these (as is the case for all Teff < 10000
K dark stars observed in these filters; see Fig. 5) are considerably
redder than the colours expected for galaxies, regardless of their
age. Dashed lines indicate how the colours of the model galaxy
(at an assumed age of 108 yrs) would shift if it were to contain
dark stars of either of the two types. The filled circles along the
dashed tracks indicate mixtures at which these dark stars make
up 1% of the stellar mass in the model galaxy. These points are
also significantly redder than the reddest point along the galaxy
track, indicating that a ∼ 1% stellar mass fraction in dark stars
within z ≈ 10 galaxies would be detectable through multiband
photometry.

predicted by the Zackrisson et al. (2001) population syn-
thesis model for a 108 yr old, low-metallicity (Z = 0.001,
i.e. population II), Salpeter-IMF (mass range 0.08–120
M⊙) stellar population which has formed stars at a con-
stant rate. This population has been assigned a stel-
lar mass of 106 M⊙, which – for a 108 M⊙ halo with
baryon fraction fbar ≈ 0.7 – corresponds to ∼ 10% of
the baryonic mass in stars, in rough agreement with
the models of Ricotti (2009) for a z ≈ 10 galaxy. The
predicted NIRCam magnitudes of this object lie around
mAB ≈ 33–34 which would make it sufficiently bright
for detection if seen through a gravitational lens with
magnification µ & 10. Superposed on the spectrum of
this high-redshift galaxy is the integrated contribution
from ten Teff = 7500 K (the 690 M⊙ models from the
1 GeV WIMP track) dark stars (red line). These dark
stars, which contribute only 0.7% of the stellar mass in
this galaxy, give rise to a conspicuous red bump in the
spectrum at rest-frame wavelengths longward of 0.36µm
(this corresponds to wavelengths longer than 3.96µm at
z = 10). Because of this, galaxies that contain many
cool dark stars are expected to display anomalously red
colours.

In Fig. 7, we display the m356 −m444 vs. m200 −m277

colour evolution (black solid line) as a function of age
for the synthetic galaxy from Fig. 6 at z = 10. Here,
the age runs from 106 yr (black triangle) up to the age
of the Universe at this redshift (≈ 5 × 108 yr). Also
indicated are the colours of two cool dark stars: the 7500
K model from the 1 GeV WIMP track (blue star) and
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the 5800 K model from the 100 GeV WIMP track (red
star). Due to their low temperatures, these two dark
stars are far redder than the model galaxy in both colours
plotted. As shown in Fig. 5, this is generally the case for
Teff < 10000 K dark stars observed in these filters. The
galaxy is here assumed to go through a short burst of star
formation (forming stars at a constant rate for 108 yrs),
after which it evolves passively. This gives a conservative
estimate of the colour difference between galaxies and
dark stars. Allowing a more extended star formation
episode or a star formation rate that increases over time
would only increase the discrepancy between the colours
of dark stars and the model galaxy. The dashed lines
indicate how the colours of a 108 yr galaxy would shift
in this diagram, if it were to harbour dark stars of the
type considered. The filled circles along each such mixing
track indicate the position at which the dark stars make
up 1% of the total stellar mass. Since these points are
significantly redder in the m356 −m444 colour than the
reddest point along the standard galaxy track, a ∼ 1%
stellar mass fraction in dark stars would result in very
peculiar colours for z = 10 galaxies and should allow such
objects to be identified as candidate ‘dark star galaxies’
in JWST multiband survey data.

5. SUMMARY

In this paper, we have investigated the prospects of de-
tecting very massive, high-redshift dark stars using the
JWST. While individual dark stars at z > 6 will be in-
trinsically too faint for detection, we demonstrate that
the magnification provided by a foreground galaxy clus-
ter will make certain varieties of long-lived (τ ≥ 107 yrs)
and cool (Teff ≤ 30000 K) detectable at redshifts up to
z ≈ 10. We argue that it should be possible to identify at
least some of these dark stars in photometric NIRCam

surveys due to their peculiar colours. If the lifetimes
of dark stars are sufficiently long, they may also congre-
gate during the hierarchical assembly of the first galaxies.
We find that this could give rise to distinct signatures in
the integrated NIRCam colours of high-redshift galaxies,
provided that dark stars make up at least ∼ 1% of the
overall stellar mass in these objects.

After this paper was submitted to ApJ, another pa-
per dealing with the prospects of detecting high-redshift
dark stars with the JWST was posted on the arXiv
(Freese et al. 2010). The two studies differ in their as-
sumptions concerning the masses of dark stars. Whereas
we have considered objects up to ≈ 800 M⊙, Freese et
al. present models for ‘supermassive dark stars’ (with
masses up to 107 M⊙) and argue that such objects may
be sufficiently bright for detection by JWST even without
gravitational lensing.
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