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Why Exchange Rate Bands?
Monetary Independence in Spite of Fixed Exchange Rates

Abstract

The paper argues that the reason real world fixed exchange rate regimes usually have finite bands instead of completely fixed exchange rates between realignments is that exchange rate bands, counter to the textbook result, give central banks some monetary independence, even with free international capital mobility. The nature and amount of monetary independence is specified, informally and in a formal model, and quantified with Swedish krona data. Altogether the amount of monetary independence appears sizable. For instance, an increase in the Swedish krona band from zero to about ±2 percent may reduce the krona interest rate's standard deviation by about 1/2.
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I. Introduction

Real world fixed exchange rate regimes usually do not have completely fixed exchange rates. First, fixed exchange rates are occasionally adjusted by a discrete realignment, that is, a devaluation or revaluation. Second, even between realignments the exchange rates are not completely fixed but allowed to fluctuate in exchange rate bands around central parities. For instance, the bands within the ERM (the exchange rate mechanism of the European Monetary System) are ±2.25 percent around a central parity (except ±6 percent for the Portuguese escudo and the Spanish peseta; at the moment the Italian lira and British pound have (temporarily?) left the ERM), whereas the bands within the Bretton Woods System were ±1 percent around dollar parities. The Swedish krona has a ±1.5 percent band around a central parity against the euro, the European currency unit.

What is the purpose of the bands in fixed exchange rate regimes? Why not have completely fixed exchange rates between realignments? This paper suggest that the best explanation for the existence of exchange rate bands is that they give central banks some national monetary independence, that is, some control over domestic(-currency) interest rates. This monetary independence arises in spite of free international capital mobility, hence counter to the textbook result that a fixed exchange rate regime with international capital mobility implies a complete loss of monetary independence.

The reason why exchange rate bands allow some monetary independence is that central-bank-controlled exchange rate movements within the band result in expectations of currency depreciation within the band that affect the domestic interest rate. This idea goes back at least to Keynes' (1930, pp. 319–331) discussion of the gold standard.\(^1\) He argued that the significance of the gold points, that is, central banks' buying and selling prices for gold, was precisely to provide some national monetary independence, and he suggested that the distance between the gold points should be increased to about 2 percent in order to give sufficient monetary independence and allow the domestic interest rate to

\(^1\) I thank Maurice Obstfeld for the reference to Keynes' work.
be set with a view towards domestic conditions. This paper clarifies the nature and amount of this monetary independence, both informally and in a formal model of optimal central bank intervention. The paper also uses data from the Swedish krona exchange rate band to quantify the tradeoff between the amount of monetary independence and the exchange rate bandwidth.

Other reasons for exchange rate bands have been suggested. Williamson (1985) and Williamson and Miller (1987) argue that irrational behavior and destabilizing speculation in foreign exchange markets result in "excess volatility" of the real exchange rate, and they advocate as a remedy fairly wide (say ±10 percent) bands for the real exchange rate around a target level. The excess-volatility argument for exchange rate bands has recently been expressed in formal models by Corbae, Ingram and Mondino (1990) and Krugman and Miller (1992). Although the excess volatility argument may be important for understanding the G3 nations' attempts to stabilize the dollar in the 1980s (Krugman and Miller (1992)), it does not seem relevant for the narrow exchange rate bands in most fixed exchange rate regimes. Another reason for exchange rate bands in the ERM, discussed in De Grauwe (1992), is that sufficiently wide bands and sufficiently small realignments (less than the bandwidth) allow realignments with overlapping bands and hence without discrete jumps in exchange rates. That should reduce the amount of speculation and the volatility of interest rate differentials when realignments are expected to be immanent. Although this reason for bands may be important for the early period of the ERM, it does not seem to be relevant for exchange rate regimes where the announced policy is to have no realignments or where actual realignments are larger than the bandwidth when they occur (as for instance for Norway and Sweden during the 1980s).²

² As discussed in Vredin (1988), exchange rate bands may cause some monetary independence for a different reason. Exchange rate variability within the band may make domestic- and foreign-currency denominated asset imperfect substitutes by creating a significant foreign exchange risk premium. Then the central bank can in principle affect the differential between domestic and foreign interest rates by open market operations that changes the relative supply of domestic- and foreign-currency assets. This is of course the circumstances under which sterilized foreign exchange intervention has effects
Section II of the paper provides an informal discussion of the monetary independence in an exchange rate band and its limitations. It also explains the apparent contradiction with the textbook result that fixed exchange rates and free capital mobility implies a complete loss of national monetary independence. Section III lays out a formal model of optimal central bank interventions in an exchange rate band. Section IV presents results on the tradeoff between monetary independence and exchange rate bandwidth for the Swedish krona. Section V shows some simulations of optimal intervention policies for the Swedish krona and contrasts them with the actual outcome for the period January 1986-February 1992. Section VI concludes. Two appendices include technical details.

II. Monetary Independence in Exchange Rate Bands

That monetary independence can arise in a fixed exchange rate regime with free capital mobility may be a surprise to many readers, given the standard textbook result that a fixed exchange rate and free capital mobility implies a complete loss of monetary independence, in the sense that the central bank cannot then set the domestic interest rate at a level different from the foreign interest rate. Let me first explain the textbook result, then show how it is modified with nonzero exchange rate bands.\(^3\)

Consider a small open economy with free international capital mobility. Start from the equilibrium condition on the international capital market that the domestic(-currency) through the "portfolio-balance" channel. For two reasons, I believe that this kind of monetary independence is not empirically relevant. First, there is little or no empirical evidence that sterilized intervention has any effect through the portfolio-balance channel (Obstfeld (1990)). Second, for narrow target zones, Svensson (1992a) finds that the foreign exchange risk premium is likely to be small, also when there is realignment risk. Third, even if the foreign exchange risk premium is sizable, it is unlikely to be sufficiently sensitive to the relatively small changes in relative supply of assets that result from foreign exchange intervention (portfolios are unlikely to be sufficiently inelastic with respect to changes in the interest rate differential).

\(^3\)For simplicity I disregard that for technical reasons the minimum bandwidth is not exactly equal to zero but a small positive number, since the bandwidth must exceed the normal interbank bid-asked for exchange rates if the central bank does not want to take over all currency trade. The normal spread is very small though, say around 0.04 percent.
interest rate of a given maturity equals the sum of the foreign(-currency) interest rate of 
the same maturity, the expected (average) rate of domestic currency depreciation over the 
maturity, and the foreign exchange risk premium for the maturity, 
\begin{equation}
    i_t^\tau = i_t^\tau + E_t[s_{t+\tau} - s_t]/\tau dt + r_t^\tau,
\end{equation}
where $i_t^\tau$ and $i_t^\tau$ are the domestic and foreign(-currency) interest rates in period $t$ for 
$\tau$-period maturity (measured as the log of one plus the interest rate), $E_t$ denotes 
expectations conditional upon information available in period $t$, $s_t$ is the exchange rate in 
period $t$ (measured as the log of the number of domestic currency units per foreign 
currency unit), $dt$ is the length of the unit period, and $r_t^\tau$ is the foreign exchange risk 
premium in period $t$ for $\tau$-period maturity. (The unit period will be one week ($dt = 1/52$ 
year), then a 4 period maturity ($\tau = 4$) expressed in years is $\tau dt = 4/52$ year.)

In the textbook case of a fixed exchange rate regime there is no exchange rate band 
and the exchange rate is identical to the central parity, $s_t \equiv c_t$, where $c_t$ denotes the (log) 
central parity. Also, the foreign exchange risk premium is disregarded. Then we can 
write the equilibrium condition (2.1) as 
\begin{equation}
    i_t^\tau = i_t^\tau + E_t[c_{t+\tau} - c_t]/\tau dt.
\end{equation}
That is, the domestic interest rate equals the foreign interest rate plus $E_t[c_{t+\tau} - c_t]/\tau dt$, 
the expected (average) rate of realignment during the maturity.\footnote{The expected rate of realignment can be interpreted as the product of two factors, the 
probability per unit of time of a realignment and the expected size of a realignment if it 
occurs.} Then the domestic central bank has no choice but to let the domestic interest rate fulfill (2.2). If it tries to 
set a lower domestic interest rate there will be a capital outflow because investors shift 
their investment to the foreign currency, and a loss of foreign exchange reserves will force 
the central bank to raise the interest rate. If it tries to set a higher domestic interest rate, 
there will be a capital inflow because international investors shift their investment to the 
domestic currency, and an increase in foreign exchange reserves will increase liquidity in 
the economy and force the domestic interest rate down. This is the textbook case of a
complete loss in monetary autonomy.\footnote{We see that the domestic interest rate equals the foreign interest rate only if the expected rate of realignment is zero, that is, if the exchange rate regime is completely credible. Also, technically the central bank can still control the domestic interest rate if it can manipulate the expected rate of realignment.}

With a nonzero band the exchange rate can deviate from the central parity, and we can write

\begin{equation}
    s_t = c_t + x_t
\end{equation}

where \( x_t \) denotes the exchange rate's (log) deviation from central parity, what I shall call the exchange rate relative to central parity. It follows that the expected rate of currency depreciation in (2.1), \( E_t[s_{t+\tau} - s_t]/\tau dt \), can now be written as the sum of two components, the expected rate realignment, \( E_t[c_{t+\tau} - c_t]/\tau dt \), and the expected rate of (domestic currency) depreciation relative to central parity, \( E_t[x_{t+\tau} - x_t]/\tau dt \). Then we can write the equilibrium condition (2.1) as

\begin{equation}
    i_t^* = i_t^* + E_t[c_{t+\tau} - c_t]/\tau dt + E_t[x_{t+\tau} - x_t]/\tau dt + r_t^*. 
\end{equation}

That is, the domestic interest rate equals the sum of the foreign interest rate, the expected rate of realignment, the expected rate of depreciation relative to central parity, and the foreign exchange risk premium.

With a nonzero band, the expected rate of currency depreciation relative to central parity need not always be zero. This is what gives the central bank some control over the domestic interest rate. Suppose that initially the exchange rate is at central parity, that the expected rate of depreciation relative to central parity is zero, and that the domestic interest rate is at a level given by (2.4) with the third term on the right hand side equal to zero. Suppose now that the central bank lowers the domestic interest rate below that level. Investors then prefer to increase their relative holdings of foreign currency assets and an incipient capital outflow results. In the textbook case without an exchange rate band the central bank has to intervene in order to prevent the domestic currency to depreciate, and it will start loosing reserves. With an exchange rate band the central...
bank need not intervene but can allow the exchange rate to increase above central parity. If the exchange rate is expected to return to central parity in the future, a negative expected depreciation relative to central parity results, which reduces the right hand side of (2.4). The exchange rate will increase above central parity until the expected rate of depreciation relative to central parity has become so negative as to match the initial fall in the domestic interest rate.

Similarly, increasing the domestic interest rate above the initial equilibrium leads to a fall in the exchange rate relative to central parity such that the expected rate of depreciation relative to central parity matches the initial increase in the domestic interest rate.

The central bank is simply exploiting the mean reversion of the exchange rate relative to central parity towards its long-run mean, the central parity. For simplicity the argument above assumes that the long-run mean coincides with the central parity; the argument is easily modified if the long-run mean differs from the central parity. (The simplest way is to interpret central parity as "actual" rather than "official" central parity.)

The amount of monetary independence that the central bank can achieve in this way is limited for several reasons. First, it is limited by the exchange rate bandwidth, since the magnitude of the depreciation relative to central parity is restricted by the bandwidth. Even so, a narrow exchange rate band still allows for a sizable expected rate of depreciation relative to central parity. Suppose the exchange rate's deviation from central parity is only 1 percent, and that it is expected to drift back to central parity in 6 months. This means an expected appreciation relative to central parity of 2 percent per year, which is a sizable reduction of the 6-month domestic interest rate. Second, the monetary independence is only temporary, since unless expectations are systematically violated the exchange rate must eventually revert back towards central parity. Put differently, the central bank cannot affect the average domestic interest rate over a longer period, since
the average expected depreciation relative to central parity must over a longer period be zero. *Third,* the monetary independence is limited to interest rates of short maturities. For long maturities the expected rate of depreciation relative to central parity is by necessity small, since the amount of depreciation is bounded by the bandwidth and the rate is constructed by dividing by a long maturity. *Fourth,* the monetary independence is reduced (or even vanishes) if realignment expectations are endogenous and increasing in the exchange rate's deviation from central parity. Then, even if an increase in the exchange rate relative to central parity causes an expected future appreciation relative to central parity, which by itself reduces the domestic interest rate, this is countered by an increase in the expected rate of realignment which by itself increases the domestic interest rate.

The monetary independence that remains in spite of these limitations allows the central bank some freedom to adjust the domestic interest rates to local conditions. For instance, the central bank may attempt to stabilize output and inflation by lowering the domestic interest rate in a recession and increasing it during a boom. This would result in the domestic interest rate being positively correlated with output (or inflation) (and the exchange rate relative to central parity being negatively correlated with the same variables).

The monetary independence can also be exploited in order to *smooth* domestic interest rates, a behavior often attributed to central banks in general (Goodfriend (1987, 1991)) and recently attributed to Sveriges Riksbank (Hörngren and Lindberg (1992)). Suppose there is an increase in the foreign interest rate, or the expected rate of realignment. Everything else equal the domestic interest rate has to increase by the same amount. But the central bank can dampen the effect on the domestic interest rate and reduce its variability by allowing the exchange rate to increase relative to central parity and this way create an expected currency appreciation relative to central parity. This results in the exchange rate relative to central parity being positively correlated with the foreign
interest rate and the expected rate of realignment. The variability of the domestic interest rate can be reduced more the larger the exchange rate bandwidth. Thus there is a tradeoff between domestic interest rate variability and exchange rate bandwidth.

This is as about as far as we can get without a formal model and some data. In the rest of the paper I shall present a formal model in which the amount of monetary independence can be specified. With data from the Swedish krona exchange rate band I shall also try to quantify the amount of monetary independence and specify the tradeoff between it and the exchange rate bandwidth.

III. The Model

We noted above that the monetary independence in an exchange rate band can be used in different ways, for instance to stabilize output and inflation or to smooth domestic interest rates. Here I shall illustrate the amount of monetary independence by focusing on interest rate smoothing and the tradeoff between interest rate smoothing and the bandwidth. Focusing on interest rate smoothing makes it possible to use existing daily and weekly data on exchange rates and interest rates, allows a comparison between actual policy and optimal policy, and allows the use of a simple flexprice monetary model. Focusing on output or inflation stabilization is problematic since daily and weekly data on output and inflation are not available, and it requires the use of a sticky-price model, which implies several difficult modeling choices. Regardless of the data problem an extension to real effects on output seems a desirable future extension, though.  

Three related papers that focus on output and price stability are Gros (1990), Beetsma and van der Ploeg (1992) and Sutherland (1992). Gros (1990) studies how an exchange rate band constrains national monetary policy, where the objective of monetary policy is to minimize the variance of output, subject to a "soft" exchange rate band constraint, namely a constraint on the probability of the exchange rate falling outside the band. This leads to linear intra-marginal (that is, within the band) interventions and in fact a linear managed float. The model has a flexprice surprise supply function with wages set one period in advance so as to give full employment in expectation. Monetary policy depends on the exchange rate only, since individual shocks are not observed. The optimal monetary policy depends on the relative variability of monetary and real shocks. Whether the exchange rate band constrains monetary policy depends on to what extent
Thus I attempt to model the tradeoff between interest rate smoothing and exchange rate bandwidth, or exchange rate variability. For this purpose I will set up a model of optimal intervention policy in a small open economy where the central banks minimizes a weighted sum of interest rate and exchange rate variability. By varying the weights the tradeoff can be traced.\footnote{Svensson (1991) examines the trade-off between interest rate variability and exchange rate bandwidth. The somewhat counter-intuitive results in that paper depend very much on the specific Krugman (1991) target zone model used, which has no realignment expectations, exclusively marginal central bank interventions and Brownian motion disturbances. I consider the present paper an improvement in many respects, for instance, in having optimal and realistic intra-marginal interventions, time-varying realignment expectations, estimated autoregressive disturbances to the foreign interest rate and the expected rate of realignment, and explicit central bank preferences over exchange rate and interest rate variability, including "weekly" variability. I believe the results are more general in the present paper.}

Including an explicit bandwidth leads to a difficult nonlinear optimization problem.
Fortunately, recent research on exchange rate target zones indicates that actual exchange rate band regimes can be closely approximated with a linear "managed float" model with "leaning-against-the-wind" interventions and no explicit bands. The goodness of such an approximation has been documented for the Swedish krona by Lindberg and Söderlind (1992). A linear managed float model without an explicit band has the great advantage that the powerful stochastic linear-quadratic optimization framework can be applied. An implicit exchange rate band can then be inferred from the resulting exchange rate variability, for instance by convention equal to ±3 standard deviations of the exchange rate, which implies (for a normal distribution) that the probability of the exchange rate falling outside the exchange rate band is a meager 0.27 percent.

Why is a linear managed float without an explicit band a good approximation to a nonlinear exchange rate band model? The reason is that central banks in reality defend exchange rate bands mainly with intra-marginal "leaning-against-the-wind" interventions rather than marginal interventions, that is, mainly with interventions that occur in the interior of exchange rate bands rather than interventions that occur at the edges. Furthermore central banks normally keep the exchange rate quite a bit from the edges. The result is that nonlinearities caused by expectations of marginal interventions at the edges are insignificant, since such interventions occur with very low probability. For practical purposes, a fixed exchange rate regime is therefore very similar to a managed float with a target exchange rate level, the central parity, and without explicit bands.\(^8\)

Consequently I shall use a standard loglinear flexprice monetary model for exchange rate determination in a small open economy. Equilibrium in the money market in period \(t\) \((t = \ldots, -1, 0, 1, \ldots)\) is represented by the equation

\[
(3.1) \quad m_t - p_t = \kappa y_t - \alpha i_t - \theta \nu_t
\]

where \(m_t, p_t, y_t, i_t\) are, respectively, the (logs of the) money supply, the domestic price level, and output, \(i_t\) is the (log of one plus the) (nominal) (one-period) domestic-
currency) interest rate, \( \theta_t \) is (the log of) a velocity shock, \( \alpha \) and \( \kappa \) are positive constants, and the right hand side of (3.1) is the money demand function. The (log of the) real exchange rate, \( q_t \), fulfills
\[
q_t = p^*_t + s_t - p_t
\]
where \( p^*_t \) and \( s_t \) are, respectively, (the logs of) the foreign price level and the exchange rate expressed in units of domestic currency per unit of foreign currency. The domestic interest rate fulfills the equilibrium condition
\[
i_t = r^*_t + E_t[s_{t+1} - s_t]/dt + r_p
\]
where \( r^*_t \) is the (log of one plus the) (nominal) (one-period) foreign-currency interest rate, \( dt \) is the length of the period, and \( r_p \) is a nominal one-period foreign exchange risk premium. In this system we shall regard \( m_t \) as being controlled by the central bank; \( s_t, i_t \) and \( p_t \) as endogenous; and the rest of the variables as exogenous.

"Interventions," that is, changes in the money supply through either non-sterilized foreign exchange interventions or open market operations, are used by the central bank to keep the exchange rate close to the (log) central parity \( c_t \). Recall that the exchange rate's (log) deviation from central parity is denoted
\[
x_t = s_t - c_t
\]
and informally called the exchange rate relative to central parity.

The central parity is a jump process that is constant except at realignments when it takes a discrete jump. Market participants have realignment expectations that are represented by an expected rate of realignment, \( E_t[c_{t+1} - c_t]/dt \). The expected rate of realignment is assumed to be the sum of two components. One component, denoted \( q_p \), is exogenous to the central bank and the bank considers it an exogenous stochastic process. It may for instance depend on variables like unemployment, relative competitiveness, the current account, etc., that are exogenous to the model. The other component is included in order to allow some endogeneity of the expected rate of realignment, more specifically some positive dependence on the exchange rate relative to central parity, \( x_t \). For
simplicity it is assumed to be proportional to $x_t$. The expected rate of realignment is hence given by

$$E_t[c_{t+1} - c_t]/dt \equiv g_t + \gamma x_t$$

where $\gamma$ is a nonnegative constant.\(^9\)

Identity (3.4) should be interpreted as describing how private expectations of realignments are formed, and not necessarily a behavior rule for the central bank. Since the focus of the paper is the amount of monetary independence that arises in an exchange rate band, and not the amount of monetary independence that arises from realignments, the actual dynamics of the central parity and the optimal realignment policy is not important (although expectations of realignments are). The rest of the analysis can be done with a stochastic jump process for central parity that is consistent with (3.5), but it is easiest to just hold the central parity constant. This can be interpreted as representing a situation when the central bank is firmly committed to a constant central parity but is unable to communicate this commitment convincingly to the market participants, which continue to have expectations of a realignment. This actually seems to be a realistic description of the situation for the Swedish krona during the last few years.

By elimination of $p_t$ from (3.1) and (3.2) and with the use of (3.4) and (3.5), the model can be written

\begin{align}
(3.6a) & \quad m_t = m_{t-1} + u_t \\
(3.6b) & \quad i_t = (x_t - m_t + c_t - w_t)/\alpha \text{ and} \\
(3.6c) & \quad E_t x_{t+1} = (1 - \gamma dt)x_t + (i_t - \bar{r}_t - \bar{r}_t - g_t)dt,
\end{align}

where $u_t$ is central bank interventions and the composite "velocity" shock $w_t$ is given by

$$w_t \equiv \theta_t - \kappa y_t - p_t^* + g_t$$

Now $u_t$ is a control variable; $m_t$, $x_t$ and $i_t$ are endogenous; and $w_t$, $i_t^*$, $r_t$, $g_t$ and $c_t$ are exogenous.

\(^9\) The decomposition of the expected rate of realignment into an exogenous and an endogenous component, the latter being a linear function of the exchange rate's deviation from central parity, is borrowed from Bertola and Svensson (1993).
We see in (3.6) that only the sum \( r_t + g_t \) of the foreign exchange risk premium and the exogenous part of the expected rate of realignment matters, not the individual components. For simplicity let me from now on set \( r_t = 0 \) and hence assume uncovered interest parity. Alternatively, I could let \( r_t \) be include in \( g_t \) and henceforth refer to \( g_t \) as the sum of the foreign exchange risk premium and the expected rate of realignment. Which alternative is chosen is for this paper irrelevant.\(^{10}\)

The exogenous velocity and foreign interest rate, and the exogenous part of the expected rate of realignment, are normalized to have the unconditional mean equal to zero and modeled as stationary univariate AR(1) processes,

\[
\begin{align*}
    w_t &= (1 - \rho_w \, dt) w_{t-1} + \epsilon_{wt} \\
    \rho_t &= (1 - \rho_i \, dt) \rho_{t-1} + \epsilon_{\rho_t} \\
    g_t &= (1 - \rho_g \, dt) g_{t-1} + \epsilon_{gt}
\end{align*}
\]

(3.8)

where the constants \( \rho_j \) \( (j = w, \rho, g) \) fulfill \( 0 < \rho_j \, dt < 1 \) and can be interpreted as the rate of (expected) mean reversion per unit time for variable \( j \). The \((3 \times 1)\) vector of disturbances \( (\epsilon_{wt} \, \epsilon_{\rho_t} \, \epsilon_{gt})' \) \(('\) denotes transpose\) is a multivariate zero mean white noise process with variances and covariances denoted by \( \text{Var}[\epsilon_{jt}] = \sigma_{jt}^2 \, dt \), \( \text{Cov}[\epsilon_{jt}, \epsilon_{kt}] = \sigma_{jk} \, dt \), \((j, k = w, \rho, g)\).

It remains to specify the central bank's preferences, in line with the focus on interest rate smoothing, and in order to specify the tradeoff between interest rate variability and exchange rate variability (or implicit bandwidth). Therefore I allow the central bank to have several competing targets with interventions in the money supply as the only instrument. By varying the weights on these separate targets the relevant tradeoffs can be found. Consequently, one target is to minimize the exchange rate's "level" variability:

\(^{10}\) Svensson (1992a) argues that the foreign exchange risk premium in a narrow exchange rate target zone, also with realignment risk, is likely to be negligible. Note that, in case the foreign exchange risk premium is not negligible, the drift-adjustment estimates of expected rates of realignment to be used below are actually estimates of the sum of the foreign exchange risk premium and the expected rate of realignment. Therefore the empirical implementation of the model in this paper is consistent regardless of whether or not the foreign exchange risk premium is small.
more precisely the expected discounted sum of squared future exchange rates relative to central parity. A second target is to minimize the domestic interest rate's level variability, more precisely the expected discounted sum of squared future interest rate deviations from the interest rate's long run mean. A third target is to minimize the exchange rate's one-period, "weekly" variability, more precisely the expected discounted sum of squared future weekly changes in the exchange rate relative to central parity (the unit period $dt$ will be a week in the empirical implementation of the model). A forth target is to minimize the domestic interest rate's weekly variability, more precisely the expected discounted sum of squared future weekly changes in the interest rate. A fifth target, finally, is to minimize the interventions, more precisely the expected discounted sum of squared future weekly changes in the money supply. The overall objective is then a to minimize a weighted sum of these five targets. Since the focus is on interest and exchange rate stabilization and not on inflation and output stabilization, the latter targets are not included.

This setup gives sufficient flexibility for the present purpose. "Interest rate smoothing" can then be interpreted as referring to both level and weekly variability of the interest rate (cf. Goodfriend (1987, 1991)). Similarly, "exchange rate stability" refers both to level and weekly variability of the exchange rate relative to central parity (cf. Hörngren and Lindberg (1992)). By varying the weights the five-dimensional tradeoff between the targets can be traced out. In fact I shall concentrate on the tradeoff between level variability of the interest rate and the exchange rate relative to central parity, although the weights on weekly variability of the interest rate and the exchange rate relative to central parity will in some cases be important for that tradeoff. The weight put on minimizing interventions can either be interpreted as representing an actual intervention cost (in which case the weight is bound to be very small) or just representing the central bank's aversion to interventions (in which case the weight could be large). In
the actual computations below, however, the weight on interventions will be zero.\footnote{Since the weight on interventions is set equal to zero, there is no need to discuss what precise measure of interventions the central bank may be concerned about, like frequency of separate interventions, gross or net volume per unit of time, etc.}

It is practical to introduce the notation

\[(3.9) \quad X_t = (w, i_t^*, g_t, m_{t-1}, x_{t-1}, i_{t-1})'\]

for the \((6 \times 1)\) vector of the six predetermined variables at time \(t\). The optimal value of the optimization problem can then be written

\[(3.10) \quad J(X_1) = \min_{\{u_t\}_{1}^{\infty}} \mathbb{E}_1 \left[ \sum_{t=1}^{\infty} \beta^{(t-1)} dt \left( q_z x_t^2 + q_i i_t^2 + q_{\Delta x} (x_t - x_{t-1})^2 / dt + q_{\Delta i} (i_t - i_{t-1})^2 / dt + q_u u_t^2 / dt \right) \right],\]

where the minimization is subject to (3.6) and (3.8) and \(X_1\) is given (note that (3.5) has been incorporated in (3.6) and is therefore not a separate restriction). In (3.10) \(\beta (0 < \beta < 1)\) is a discount factor; \(q_j \geq 0 \ (j = x, i, \Delta x, \Delta i, u)\) are given weights. The first-differences are scaled by \(1 / dt\), and the whole objective function by \(dt\), to make them (approximately) invariant to changes in the period length \(dt\). We exploit that the unconditional mean of the home currency interest rate is equal to zero by the normalization of the exogenous variables.

This is a standard linear-quadratic problem, except that one component, \(x_t^*\) of the state-variable vector is not predetermined but forward-looking and depends on expected future variables. A solution to that variant of the linear-quadratic problem is presented in Backus and Driffill (1986), and their solution is used here. Details are reported in Appendix 1.

\textit{Commitment vs. discretion}

With forward-looking variables in optimization problems "time-consistency" problems usually arise, and this is the case here. Indeed, the solution depends on whether or not the central bank can commit itself to a rule for its interventions. If the central
bank can commit to a rule, (3.6) and (3.8) are the only constraints for the problem. Under this situation, "commitment," the optimal intervention policy can be shown to imply that the interventions in future periods $t$, $u_t$, will be a (linear) function of the predetermined variables in period $t$, $X_t$, and the exchange rate relative to central parity in period $t$, $x_t$.

If there is no commitment technology by which the central bank can commit itself to follow the rule, after the first period the central bank usually has an incentive to exercise its right to deviate from the rule, reoptimize, and announce a new rule. This is one example of "time-inconsistent" behavior. Thus, in the absence of a commitment technology, under "discretion" the central bank reoptimizes each period. Intuitively, we can say that the central bank each period chooses the exchange rate to minimize its objective function, regardless of what it has previously announced and promised to do. As a consequence the interventions in each period can no longer depend on the exchange rate, but only on the predetermined variables in that period. In particular, the exchange rate relative to central parity will be a function only of the predetermined variables in that period. In a rational-expectations equilibrium private agents' expectations incorporate this restriction. It follows that the forward-looking variables for this period will only depend on this period's predetermined variables, and that expectations of next period's forward-looking variables will only depend on expectations about next period's predetermined variables. Formally, this means that under discretion the restriction

$$E_t x_{t+1} = CE_t X_{t+1} \text{ and } x_t = CX_t$$

will be imposed in addition to (3.6) and (3.8), where the endogenous matrix $C$ in our case is a $1 \times 6$ row vector (in the linear-quadratic framework the dependence is linear). The solution is reported in Oudiz and Sachs (1985) and Backus and Driffill (1986), and reproduced in Appendix 1.

Since there are no apparent ways in which a central bank can commit to a particular intervention rule with regard to its interventions within the exchange rate band, I find the
discretion case more realistic and relevant. Therefore the treatment below will concentrate on the discretion solutions and only briefly mention the commitment solutions.\textsuperscript{12}

IV. Results: The Trade-off Between Exchange Rate and Interest Rate Variability

Parameters

The parameter values are displayed in Table 1. The period length $dt$ is one week. The parameter $\alpha$ is set equal to 0.5 year. Estimates of it in target zone models are imprecise and fall in the interval from 0.1 to 1 (see Flood, Rose and Mathieson (1991) and Lindberg and Söderlind (1992)). The results here do not seem sensitive to some variation in $\alpha$, say between 0.2 and 1. Even though the model uses weekly interest rates, interest rates of any maturity are easily derived with the expectations hypothesis for the term structure of interest rates (see Appendix 2). To facilitate comparison with actual 1-month interest rates I shall report results for 4-week interest rates (it is practical to choose the maturity an integer multiple of the period length). The constant $\tau$, the maturity in periods, is therefore set equal to 4.

The rate of mean reversion $\rho_i^*$ and the rate of variance $\sigma_i^{2*}$ for $i^*$ are equal to estimates from a univariate AR(1) regression (with a week's lag) on a one-month currency basket interest rate (sample period January 1986-February 1992; Swedish krona basket weights of 1-month Euro interest rates before May 17, 1991, when Sweden switched to an ecu-basket, thereafter theoretical ecu weights of 1-month Euro interest rates). The mean reversion $\rho_g$ and the rate of variance $\sigma_g^2$ of $g_i$ are equal to estimates from a univariate AR(1) regression (with a week's lag) on 1-month expected rates of devaluation of the Swedish krona that have in turn been estimated with the "drift-adjustment" method.\textsuperscript{13, 14}

\textsuperscript{12} Note that the time-consistency problem discussed here concerns the intervention policy within the band, rather than the much discussed time-consistency problem with respect to the realignment policy.

\textsuperscript{13} The drift-adjustment method was suggested by Bertola and Svensson (1993), and
The parameters $\rho_w$ and $\sigma^2_w$ for $w_t$ are a guess, but these parameters do not affect the results since the interventions, as we shall see, will always cancel the effect of $w_t$ (as long as intervention costs are zero). The AR(1) coefficients for $w_t$, $t^*_t$ and $g_t (1 - \rho_j \, dt; \, j = w, i^*, g)$ are also reported in Table 1. The rates of covariance between the exogenous variables are for simplicity set equal to zero.

Three values of $\gamma$, the sensitivity of the expected rate of realignment to the exchange rate’s deviation from central parity, are used: 0, 0.7 per year, and 1.4 per year. Empirical estimation of $\gamma$ in (3.5) results in an identification problem since the exchange rate is correlated with the expected rate of realignment even if $\gamma$ is zero. An OLS as well as an instrumental variables regression of drift-adjustment estimated expected rates of realignment on the exchange rate results in an estimate of $\gamma$ equal to about 1.4 per year; this could be interpreted as providing an upper limit since then all of the covariation of the exchange rate and the expected rate of realignment is attributed to $\gamma$.

The annualized discount factor $\beta$ is set to 0.9, which corresponds to $\beta^{1/52} = 0.9980$ for a week. The objective function weight $q_u$ on interventions is set equal to zero, corresponding to the assumption that intervention costs are negligible and that the central bank has no aversion to intervening. As we shall see, the resulting interventions are rather modest compared to reasonable measures of actual interventions. A small positive weight does not change results much. A large weight implies that the parameters and

---


The estimated variances in the AR(1) regressions are divided by $dt$ in order to be expressed as rates of variances, and scaled by the factor $[(1 - (1 - \rho_j \, dt)^T)/(\tau \rho_j \, dt)]^2$ (for $j = i^*, g$) in order to apply to 1-week interest rates and expected rates of realignment (see Appendix 2).

In the first stage of the drift-adjustment estimation of expected rates of realignment the estimated expected rates of depreciation relative to central parity are found to depend not only on the current exchange rate’s deviation from central parity but also on the 1-month domestic and foreign interest rates. This finding is different from that of Lindberg, Svensson and Söderlind (1991) and seems to be the result of the current sample including more recent observations.
realization of the stochastic process for $w_t$ will significantly affect the solution.

The trade-off between exchange rate and interest rate level variability

The trade-off between theoretical unconditional level standard deviations (that is, computed via (A1.26) and (A1.27) or (A1.41) in Appendix 1) of the exchange rate and 4-week interest rate is illustrated in Figure 1. The thick curve refers to commitment, the thin curves to discretion. Solid curves refer to the case when $\gamma = 0$, that is, when the expected rate of realignment is independent of the exchange rate's deviation from central parity. Long dashes refer to the case when $\gamma = 0.7$ per year, and short dashes refer to the (upper-limit) case when $\gamma = 1.4$ per year. Markers like C3.3 and D3.2 refer to Commitment case (3.3) and Discretion case (3.2), where the objective function weights and the value of $\gamma$ for the different cases are reported in Table 2. The actual empirical standard deviations of the Swedish krona exchange rate and the 1-month Swedish krona Euro interest rate for the sample period January 1986–February 1992 are marked by A. The corresponding standard deviations of the exchange rate and the interest rate are at the lower-left corner of each marker.

Table 3 reports for selected cases the theoretical unconditional standard deviations of the exchange rate, $x_t$ (percent), the 4-week interest rate, $i_t^r$ (percent per year), the weekly changes of the exchange rate scaled by $1/\sqrt{dt}$, $dx_t^r/\sqrt{dt} = (x_t^r - x_{t-1}^r)/\sqrt{dt}$ (percent per $\sqrt{\text{year}}$), the weekly changes of the 4-week interest rate scaled by $1/\sqrt{dt}$, $di_t^r/\sqrt{dt} = (i_t^r - i_{t-1}^r)/\sqrt{dt}$ (percent per year$^{3/2}$), the expected rate of 4-week expected depreciation relative to central parity, $E\Delta x_t^r = E\left[\frac{x_{t+\tau}^r - x_t^r}{\tau}\right]/\tau dt$ (percent per year), and the interventions scaled by $1/\sqrt{dt}$, $u_t/\sqrt{dt}$ (percent per $\sqrt{\text{year}}$). Row 1 in Table 3 reports the actual empirical standard deviations for the sample period January 1986–February 1992 (1-month instead
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15 The weekly changes and the interventions are scaled by $1/\sqrt{dt}$ because the corresponding variances are then linear in the period length. The scaling has the practical advantage that the variances and standard deviations are of the same order of magnitude.
of 4-week interest rate). The other rows report the theoretical standard deviations for selected cases.

The implicit band for the exchange rate can be operationally defined as ±3 times its standard deviation, that is, ±3·0.65 = ±1.95 percent for the actual exchange rate. The probability of being outside this band is (for a normally distributed exchange rate) a meager 0.27 percent, which on the average would occur on less than 5 days of the approximately 1600 market days in the 6 years and 2 months long sample.16

Let us return to Figure 1. Let us first consider the situation when the expected rate of realignment does not depend on the exchange rate relative to central parity (γ = 0). The thick solid curve shows the trade-off under commitment, when the central bank gives weight to the variability of exchange rate and interest rate levels only but not to the weekly variability. The thin solid curve shows the trade-off under the same conditions but under discretion. Except at the edges, the thin curve is above and to the right of the thick curve; the trade-off under discretion is less favorable than under commitment. The actual standard deviations (marked by A) are outside both curves; an optimal intervention policy can reduce the standard deviations of both the exchange rate and the interest rate, also under discretion. Commitment case C3.3 can reduce the exchange rate standard deviation from the actual 0.65 percent by about 2/3 to 0.23 percent (from an implicit exchange rate band of ±1.95 percent to ±0.69 percent), at roughly unchanged interest rate standard deviation. Discretion case D3.1 can reduce the exchange rate standard deviation by 1/3 to 0.45 percent (the implicit band from ±1.95 percent to ±1.35 percent), at roughly unchanged interest rate standard deviation.

Discretion not only makes the trade-off less favorable than commitment; for given

---

16 Lindberg and Söderlind (1992) cannot reject the hypothesis that the unconditional distribution of the Swedish krona's deviation from central parity is normal.

Note also that the standard deviation of a normal distribution that is truncated beyond ±3 standard deviations is 98.5 percent of the untruncated distribution's standard deviation, so the bias in reported standard deviations caused by the approximation is negligible.
objective function weights it also biases the trade-off against exchange rate variability. We see this by comparing, for instance, commitment case C3.3 with discretion case D3.3, which both have the same weights on exchange rate and interest rate variability, \( q_x = q_i = 1 \). The discretion case results in much larger exchange rate standard deviation and lower interest rate standard deviation.

**The extreme cases**

At the edges, the commitment and discretion cases coincide. The exchange rate can be completely stabilized with an interest standard deviation of 2.75 percent per year (C1=D1). The interest rate can be completely stabilized to its long-run mean with an exchange rate standard deviation of 3.41 percent, that is, an implicit exchange rate band of about \( \pm 10 \) percent (C2=D2).

Understanding the extreme cases at the edges is the clue to an intuitive understanding of the results reported above, and of the optimal intervention policy. Let us therefore consider these cases more thoroughly. Fortunately, these cases have simple closed form solutions:

We rewrite (3.6b-c) as

\[
(4.1) \quad x_t = \frac{1}{1+\alpha_t} h_t + \frac{\alpha_t}{1+\alpha_t} E_t[x_{t+1} - x_t] / dt
\]

\[
= \frac{1}{1+\alpha_t / dt - \alpha_t} h_t + \frac{\alpha_t / dt}{1+\alpha_t / dt - \alpha_t} E_t x_{t+1}
\]

\[
= \frac{1}{1+\alpha_t / dt - \alpha_t} \sum_{j=0}^\infty \left( \frac{\alpha_t / dt}{1+\alpha_t / dt - \alpha_t} \right)^j E_t h_{t+j},
\]

where the (composite) fundamental \( h_t \) is given by

\[
(4.2) \quad h_t = m_t + w_t + \alpha(\bar{r}_t + g_t)
\]

\[
= m_{t-1} + u_t + w_t + \alpha(\bar{r}_t + g_t)
\]

(we have set \( c_t = 0 \)), and where we have exploited that \( \lim_{j \to \infty} E_t x_{t+j} \) equals the unconditional mean \( E[x_t] \) which is zero. We also note that the interest rate fulfills

\[
(4.3) \quad i_t = \bar{r}_t + g_t + E_t[x_{t+1} - x_t] / dt.
\]

Let us first take case (C1=D1) when the exchange rate is constant and equal to zero.
It follows from (4.1) that \( h_t \) must be constant and equal to zero. Hence, from (4.2)

\[
\begin{align*}
    m_t &= -w_t - \alpha(i_t^* + g_t) \\
    u_t &= -w_t - \alpha(i_t^* + g_t) - m_{t-1}
\end{align*}
\]

It follows that the interventions are simply chosen so as to fully cancel the innovations in \( w_t + \alpha(i_t^* + g_t) \).

Furthermore, from (4.3) follows that the interest rate is simply given by

\[
i_t = i_t^* + g_t,
\]

the sum of the foreign interest rate and the expected rate of realignment, since the expected rate of depreciation relative to central parity is zero.

In case (C2=D2) when the interest rate is held constant and equal to zero, it follows from (4.3) that

\[
x_t = \{i_t^* + E_t[c_{t+1} - c_t]/dt\}dt + E_t x_{t+1} \\
    = (i_t^* + \gamma x_t + g_t)dt + E_t x_{t+1} \\
    = \frac{1}{\gamma dt}(i_t^* + g_t)dt + \frac{1}{\gamma dt} E_t x_{t+1} \\
    = \frac{1}{\gamma dt} \sum_{j=0}^{\infty} (\frac{1}{\gamma dt})^j (i_t^* + g_t)dt \\
    = \sum_{j=0}^{\infty} (\frac{1-\rho i_t^* dt}{1-\gamma dt})^j i_t^* + \frac{1-\rho dt}{1-\gamma dt} g_t dt.
\]

If \( \gamma < \rho i^* \) and \( \gamma < \rho g \), the sums above converge. Then we can then write

\[
x_t = i_t^*/(\rho i^* - \gamma) + g_t/(\rho g - \gamma).
\]

From (3.6b) and \( i_t = 0 \) follows

\[
m_t = -w_t + x_t \\
    = -w_t + i_t^*/(\rho i^* - \gamma) + g_t/(\rho g - \gamma).
\]

Hence the interventions are given by

\[
u_t = -w_t + x_t/(\rho i^*) + g_t/\rho g - m_{t-1}.
\]

The intuition for the two cases (C1=D1) and (C2=D2) is then easy. In case (C1=D1), with a constant exchange rate, the interventions simply cancel the shocks to \( w_t + \alpha(i_t^* + g_t) \) and are hence strongly "leaning against the wind". With a zero expected
rate of depreciation relative to central parity, the interest rate is simply the sum of the foreign interest rate and the expected rate of realignment.

In case (C2=D2), with a constant interest rate, the interventions still cancel shocks to $w_t$. That is always optimal in all cases as long as intervention costs are zero. But now, from (4.3) we see that an innovation to $r_t^* + g_t$ must result in an opposite innovation to the expected rate of depreciation relative to central parity, in order to hold the domestic interest rate constant. An increase in $r_t^*$ must be countered by an decrease in the expected depreciation relative to central parity. This is achieved by an instantaneous increase of the exchange rate, which decreases the expected future depreciation. The instantaneous increase in the exchange rate requires a positive intervention, that is, an increase in the money supply. Therefore, in (4.10) the interventions are increasing in $r_t^*$ and $g_t$, "leaning with the wind." Furthermore, we see in (4.8) and (4.10) that the more persistent the innovations in $r_t^*$ and $g_t$ are (the smaller $\rho_{r_t^*}$ and $\rho_g$ are), the more "overshooting" there is in the interventions and the exchange rate.

As discussed in section III, under discretion the current exchange rate and interest rate must only depend on the current predetermined variables. The reason the commitment and discretion cases (C1=D1) and (C2=D2) are identical is that the solution indeed is such that the exchange rate (in case (C2=D2)) and interest rate (in case (C1=D1)) can be written as functions of only the predetermined variables, see (4.6) and (4.8). Put differently, the constraint (3.11) is not binding. For other objective function weights, the constraint (3.11) is binding under discretion, and the discretion and commitment solutions are different with a less favorable trade-off between exchange rate and interest rate variability under discretion.

The expected rate of realignment sensitive to the exchange rate relative to parity

The effect on the trade-off of a positive $\gamma$ is shown for the discretion case by the curves with long dashes ($\gamma = 0.7$ per year) and short dashes ($\gamma = 1.4$ per year). The
dashed curves are above the thin curve. As discussed in section II, intuitively it is more difficult to stabilize the domestic interest rate if expected rates of realignment increase with the exchange rate relative to central parity.\footnote{Counter to simple intuition, under commitment the tradeoff between interest rate and exchange rate variability actually improves with $\gamma$. If we had plotted dashed curves for the commitment case they would be below the thick curve, in contrast to the discretion case. Why does $\gamma$ have such different effects under commitment and discretion? One way to understand this is to look at (3.6c). That equation shows that the central bank can control the nominal interest rate $i_t$ by control over the the current exchange rate $x_t$ and the expected future exchange rate, $E_t x_{t+1}$. Under commitment the central bank can affect the expected future exchange rate to a considerable extent and use that to control the nominal interest rate. A larger $\gamma$ is then an advantage; with a smaller coefficient $(1 - \gamma dt)$ multiplying the current exchange rate, the current exchange rate can be moved around with only a small effect on the nominal interest rate. Under discretion the central bank has much less power to influence the expected future exchange rate, since that is constrained by (3.11) to depend only on expected future predetermined variables. Let us simplify by taking the expected future exchange rate as given. Then the central bank can only use the current exchange rate to control the interest rate. Now, a larger $\gamma$ is a disadvantage; a smaller coefficient $(1 - \gamma dt)$ means that the exchange rate has to be moved more in order to control the nominal interest rate.}

In order to completely stabilize the interest rate, $\gamma$ must be less than both $\rho_{\gamma^*}$ and $\rho_g'$ as we noted when deriving (4.8). With our parameters this is not the case for $\gamma = 0.7$ or $1.4$ per year, since $\rho_{\gamma^*} = 0.417$ per year. Therefore the dashed curves do not intersect the horizontal axis in Figure 1.

With discretion, more targets can improve the outcome

Figure 1 and Table 3 reveals that, under discretion, adding weights on the weekly variability of exchange rates and interest rates may improve the outcome. Case D4.1 differs from case D3.1 only in that weights on the weekly variabilities have been added, but case D4.1 is much closer to the commitment trade-off. The improvement from case D3.1" to D4.1" (when $\gamma = 1.4$ per year) is even larger. This illustrates the complexity in the discretion case. Under discretion there is an inherent nonconvexity in the problem, due to the restriction (3.11). In the commitment problem, adding weights on additional targets makes it more difficult to fulfill the initial ones. The opposite may be the case
under discretion, as a comparison between D3.1" and D4.1" shows. Let me try to provide some intuition for this.

If only level exchange rate and interest rate variability matters, under discretion there is an incentive to deviate and bring the forward-looking exchange rate and interest rates immediately to their long-run means. We shall see this in simulations below, where the optimal exchange rate and interest rate start out at central parity and the long-run mean, respectively, even though the initial values (set equal to the actual historical values) are different. The market understands this incentive, and its incorporation implies a severe restriction on the problem. Now, if the central bank also has targets for weekly exchange rate and interest rate variability, it is less inclined to deviate by suddenly moving the exchange rate and interest rate all the way to their long-run means. Incorporating the incentive therefore implies less of a constraint, and the outcome becomes better. Having more targets is like "tying one's hands," which often improves the situation when there is a time-consistency problem. Perhaps this result can provide a new justification for the use of intermediate targets, namely as "instruments of commitment."

V. Simulations

Simulations of the Swedish krona target zone are done for the period January 1986-February 1992. The simulations use the parameters displayed in Table 1. As exogenous realizations for the foreign interest rate and expected rate of realignment I use weekly observations of the (log of one plus the) actual 1-month foreign interest rate and the drift-adjustment estimated expected rate of realignment, each variable scaled to correspond to 1-week interest rates and expected rates of realignment. The realizations of the exogenous variable \( w_t \) are generated, but with zero intervention costs they do not affect the equilibrium aside from the interventions.

The results of the simulations are displayed in Table 4 and in five Figures 2a-e,

---

18 See footnote 14 for the scaling factors.
named by the corresponding cases: $D1, D2, ..., D4.1^n$. Row 1 in Table 4 shows the actual empirical standard deviations. The other rows show, for the different cases, the simulated standard deviations, the sample standard deviations of the series generated by the simulations (rather than the theoretical unconditional standard deviations in Table 3 and Figure 1 generated by (A1.22) with (A1.26) and (A1.41) in Appendix 1). The Figures show for each case the exchange rate deviation from the central parity, $x_t$ with the $\pm 1.5$ percent band (percent; thin curve: actual empirical; thick curve: optimal simulated); the (log of one plus the) domestic-currency interest rate, $i^T$ (percent per year; thin curve: actual 1-month krona Euro rate; thick curve: optimal 4-week krona rate); the (log of one plus the) foreign-currency interest rate, $i^{*T}$ (percent per year; 1-month weighted Euro rate); the expected rate of realignment, $g^T$ (percent per year; thin curve: actual 4-week exogenous part; when $\gamma$ is positive: medium curve: actual total 4-week expected rate of realignment, thick curve: optimal 4-week expected rate of realignment); the expected rate of depreciation relative to central parity, $E_t[x_{t+\tau} - x_t]/\tau dt$ (percent per year; thin curve: actual 1-month; thick curve: optimal 4-week); and the innovations scaled by $1/\sqrt{\tau}$, $u_t/\sqrt{\tau}$ (percent per $\sqrt{\text{year}}$).

First we consider simulations when the expected rate of realignment does not depend on the exchange rate ($\gamma = 0$). Figure 2a, discretion case D1 (which coincides with commitment case C1), with weight only on exchange rate variance, has a completely fixed exchange rate. The krona interest rate is the sum of the foreign interest rate and the expected rate of realignment. Its standard deviation is larger than the actual. The interventions are strongly leaning towards the wind. Some fairly large interventions are needed to counter the increase in the expected rate of realignment in early and late 1990.

Before going further, let us consider what a realistic intervention size is. Take a large intervention in Figure 2a, $u_t/\sqrt{\tau} = 20 \text{ percent}/\sqrt{\text{year}}$, which corresponds to $u_t = 0.2/\sqrt{52} \approx 2.8 \text{ percent}$. What is a typical real world intervention? It is not obvious how to measure actual interventions and open market operations and translate these into the framework of
this model (see Lindberg and Söderlind (1992)). One possibility is to use weekly changes in the monetary base. The Swedish monetary base is around 200 billion kronor (about $33 billion). A weekly change of 20 billion kronor is not rare. Such a 10 percent change should be compared to the 2.8 percent change derived above. Such a comparison leads me to believe that the intervention sizes that result in the simulations are not larger than actual ones, even though a zero objective function weight on interventions is assumed.

*Figure 2b*, discretion case D2 (which coincides with commitment case C2), with weight only on interest rate variance, has a completely fixed interest rate. This requires a much wider implicit exchange rate band than the actual one, almost ±9 percent. The expected depreciation relative to central parity cancels shocks to r* and g. This clearly shows at the time of the shocks to the expected rate of realignment in early 1990, late 1990 and late 1992: The exchange rate is then allowed to quickly depreciate far above the central parity. That causes a large expected appreciation relative to central parity, which cancels the shocks the expected rate of realignment and keeps the nominal interest rate constant. Interventions are leaning with the wind for shocks to r* and g.

*Figure 2c*, discretion case D3.1, is a considerable improvement upon the actual historical outcome. The variability for both the exchange rate and the interest rate are lower (see Table 4). In *Figure 2d*, discretion case D4.1, weights on the weekly variability of the exchange rate and interest rate are added. This results in less variability of the exchange rate, and a somewhat larger variability of the interest rate. Compared to the actual case, the exchange rate standard deviation is only a third, without any increase in the interest rate standard deviation. This illustrates that, under discretion, having more targets may improve the outcome, as we discussed in section III.

The simulations show that the incentive to deviate by moving the exchange rate and interest rate immediately to their long-run means is weakened by weights on weekly variability of the exchange rates and interest rate: When there is no weight on weekly exchange rate and interest rate variability, as in Figure 2c, case D3.1, the optimal
exchange rate and interest rate starts out from zero (at period 1, the first week of 1986) even if the predetermined values (set equal to the actual exchange rate and interest rate in period 1) are very different. When there is a weight on weekly variabilities, as in Figure 2d, case D4.1, the optimal exchange rate and interest rate no longer start at zero but are affected by the predetermined values.

A comparison between the simulated standard deviations in Table 4 and the theoretical ones in Table 3 reveals that in several cases the simulated standard deviations are smaller than the theoretical. This indicates that the theoretical trade-offs in Figure 1 may be a bit biased towards being less favorable than the "true" trade-off.

There are some conspicuous deviations between the actual outcome for the exchange rate and interest rate and the simulated optimal outcome for different objective weights. One such deviation is in 1989, when the actual exchange rate was lower and the nominal interest rate was higher than the simulated (see for instance Figure 2d). Sveriges Riksbank has publicly declared that it indeed consciously kept the krona strong during that period in order to induce a high domestic interest rate to counter the overheating of the Swedish economy at the time. Another such deviation may be evident in second half of 1991, when the krona was kept rather week, possibly in an attempt to induce a low domestic interest rate to counter the recent recession in the Swedish economy. Indeed, the actual domestic interest rate was lower than the optimal one during this period, although not by very much. These instances indicate that there are probably other targets for the central bank than to stabilize domestic interest rates, for instance to stabilize output or inflation.

Interestingly, the effect on the domestic interest rate of such deviations of the exchange rate from the optimal solutions is dampened if the expected rates of realignment are sensitive to the exchange rate’s deviation from central parity. This is apparent in Figure 2e, case D4.1" (with $\gamma = 1.4$ per year), where the difference between the actual and optimal exchange rate during 1989 is smaller than in Figure 2d (with $\gamma = 0$). Naturally,
with a positive $\gamma$ a strong krona reduces the expected rate of realignment which reduces the domestic interest rate.

VI. Conclusions, Qualifications and Extensions

The paper has examined the amount of monetary independence that arises in an exchange rate band. The monetary independence arises since the central bank has some control over the domestic(-currency) interest rate. The central bank can exercise this control by allowing exchange rate movements within the band that result in an expected rate of future depreciation relative to central parity that is consistent with a desired level of the domestic interest rate. The control over the domestic interest rate is limited to short-maturity interest rates and to short-term fluctuations in these interest rates. The monetary independence can be exploited in different ways, for instance in order to stabilize output, inflation, or the domestic interest rate (interest rate smoothing). The paper has focused on the last possibility, and has specified the tradeoff between exchange rate and interest rate variability. A wider exchange rate band allows the central bank to reduce domestic interest rate variability.

The trade-off between exchange rate and interest rate variability is less favorable if the central bank cannot commit to an intervention policy rule, that is, under "discretion." Even so, for realistic parameters Figure 1 (for instance case D3.2 in Table 3, or even the actual outcome marked by $A$) shows that under discretion the central bank can reduce the standard deviation of the domestic interest rate by about a half by increasing the exchange rate standard deviation from zero to about 0.7 percent (that is, by extending the implicit exchange rate band from zero to about $\pm2$ percent around central parity). If the central bank gives weight to the weekly stability of exchange rate and interest rate, the trade-off under discretion improves and may be close to the favorable trade-off under commitment. If expected rates of realignment are sensitive to the exchange rate's position in the band, the amount of monetary independence is reduced. However, with weights on
weekly stability of the exchange rate and interest rate the monetary independence may still be sizable.

The intuition for the intervention policy is fairly straightforward: The central bank should always lean strongly against the wind for all shocks excepts shocks to the foreign interest rate, to the expected rate of realignment, and to the foreign exchange risk premium. If the central bank is mainly concerned about reducing exchange rate variability, it should lean against the wind also for these latter shocks. If the central bank is mainly concerned about reducing interest rate variability, it should lean with the wind for these latter shocks, on order to depreciate the current exchange rate and create an expected future depreciation of the exchange rate relative to central parity that damps the shock to the domestic interest rate.

The monetary independece arises since the central bank can exploit the mean reversion of the exchange rate relative to central parity. As noticed by Hörgren and Lindberg (1992), this is an interesting example of the characteristic of successful central banks that is emphasized in Bernanke and Mishkin's (1992) survey of a monetary policy in six countries. According to Bernanke and Mishkin successfull central banks have long term credibility in the form of an expected long run mean reversion of the monetary variables the banks are concerned about. This long run credibility give the banks considerable short term discretion. As we have seen, an exchange rate band may give a similar combination of long run mean reversion and short run discretion.

I found the amount of monetary independence in an exchange rate band to be larger than I anticipated when I started working on this paper. Although I believe that this monetary independence is probably the best explanation why central banks prefer current-size bands to (almost) zero bands, I hasten to add that it does not follow that central banks should exploit the monetary independence available in an exchange rate band. First, the monetary independence that I have chosen to quantify only concerns interest rate smoothing. Even if interest rate smoothing may be a realistic assumption
about central bank behavior, it is by no means clear that interest rate smoothing is a socially desirable objective. In order to judge that, the real effects of interest rate smoothing need to be established. Second, interest rate smoothing is not the only concern of central banks; they are often directly concerned about the real effects of their policies, on investment, output and employment, say. Hence this also asks for an explicit study of the real monetary independence that may result from exchange rate band, in the sense of influence over real variables, which as mentioned is a desirable future extension of the present framework. It may be that what appear as a sizable monetary independence with regard to the domestic interest rate actually has insignificant effects on real variables. Third, it may be that expected rates of realignment are related in a complex way to the intervention policy within the band. The Austrian, Belgian and Dutch central banks have in recent years conspicuously abstained from exploiting any monetary independence and kept their exchange rates very close to central parities relative to the Deutsche mark. After that policy was instituted, interest rate differentials relative to the Deutsche mark have all but vanished, and drift-adjustment estimates of expected rates of realignment against the Deutsche mark are not significantly different from zero. Thus, voluntarily abstaining from exploiting the monetary independence in an exchange rate band may in some cases contribute to increasing the credibility of the exchange rate band.19

The analysis presumes that the different shocks can be identified by the central bank and market participants. Foreign interest rates are directly observable, and the sum of expected rate of realignment and the foreign exchange risk premium (if any) can be estimated day-by-day with the drift-adjustment method. What about the third shock in the model, the composite velocity shock? This shock can be interpreted as a shock to the liquidity of the banking system. Forecasting changes in liquidity and countering them by repurchase agreement and open market operations is part of the daily routine at Sveriges

---

19 On the other hand, Sveriges Riksbank has kept the krona very close to its central parity since Spring 1992, which has not prevented recent speculative attacks on the krona.
Riksbank. Private banks also routinely forecast liquidity shocks in order to plan their overnight balances. The assumption of observability of the third shock is therefore perhaps not farfetched. Nevertheless, the shocks to composite velocity and the expected rate of realignment may not be perfectly observable, and a possible future extension of the model is certainly to consider imperfectly observed shocks, for instance with Kalman filter methods.

We should recall that the managed float model without explicit bands and without any marginal interventions used here is only an approximation to a situation with explicit band and with marginal interventions. Even though it seems very likely that future work beyond Lindberg and Söderlind (1992) will support the goodness of the approximation, it remains to be seen.

Among possible extensions, it should be possible to do a General Method of Moments estimation of the parameters of the model. Even a Maximum Likelihood estimation may be feasible, since the linearity of the model will imply normal distributions as long as the exogenous shocks are normal. It should be possible to infer the implicit weights in central bank objective functions, and the resulting optimal intervention policy. Having access to actual intervention data would of course be extremely useful.

It is already clear from the model that the optimal intervention policy generally is more complicated than simple leaning towards the wind. This implies that the modeling of intra-marginal interventions in target zone models as in Delgado and Dumas (1991) and Lindberg and Söderlind (1992) is probably not quite right, although the simple leaning against the wind may still be a good approximation when exchange rate stability dominates over interest rate stability in central banks’ objectives.

The results on exchange rate dynamics with optimal intervention policies have some implications for the drift-adjustment method to estimate expected rates of realignments. The results imply that the expected future exchange rate relative to central parity, and hence the expected rate of future exchange rate depreciation relative to central parity,
generally is not a function of the current exchange rate only. Therefore, when estimating the expected rate of depreciation relative to central parity, at least the domestic- and foreign-currency interest rate should routinely be included among the independent variables. One possibility is certainly to do Monte-Carlo experiments with the present model and examine how well the drift-adjustment method succeeds in estimating the expected rate of realignment.
Table 1. Parameter values

\[
dt = \frac{1}{52} \text{ year}
\]
\[
\alpha = 0.5 \text{ year}
\]
\[
\tau = 4 \text{ weeks}
\]
\[
\rho_w = 0.2 \text{ per year}
\]
\[
\rho_{i^*} = 0.417 \text{ per year}
\]
\[
\rho_g = 5.14 \text{ per year}
\]
\[
1 - \rho_w dt = 0.996
\]
\[
1 - \rho_{i^*} dt = 0.992
\]
\[
1 - \rho_g dt = 0.901
\]
\[
\sigma^2_w = 15 \text{ basis points (0.15 percent) per year}
\]
\[
\sigma^2_{i^*} = 1.64 \text{ basis points per year}^3
\]
\[
\sigma^2_g = 74.2 \text{ basis points per year}^3
\]
\[
\sigma_{ij} = 0, \quad (i, j = w, i^*, g; \ i \neq j)
\]
\[
\gamma = 0, \ 0.7 \text{ or } 1.4 \text{ per year}
\]
\[
\beta = 0.9 \text{ (annualized), } \beta dt = 0.9980
\]
\[
q_u = 0
\]
Table 2. List of cases in Figure 1

<table>
<thead>
<tr>
<th></th>
<th>$x^2$</th>
<th>$i^2$</th>
<th>$dx^2/dt$</th>
<th>$ds^2/dt$</th>
<th>$u^2$</th>
<th>$\gamma$ (per year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(2)</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(3.1)</td>
<td>2</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(3.1')</td>
<td>2</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.7</td>
</tr>
<tr>
<td>(3.1'')</td>
<td>2</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.4</td>
</tr>
<tr>
<td>(3.2)</td>
<td>1</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(3.2')</td>
<td>1</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.7</td>
</tr>
<tr>
<td>(3.2'')</td>
<td>1</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.4</td>
</tr>
<tr>
<td>(3.3)</td>
<td>1</td>
<td>0.05</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(3.3')</td>
<td>1</td>
<td>0.05</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.4</td>
</tr>
<tr>
<td>(4.1)</td>
<td>2</td>
<td>0.01</td>
<td>2</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(4.1'')</td>
<td>2</td>
<td>0.01</td>
<td>2</td>
<td>0.1</td>
<td>-</td>
<td>1.4</td>
</tr>
</tbody>
</table>
Table 3. Selected theoretical standard deviations

<table>
<thead>
<tr>
<th>Weights</th>
<th>Standard deviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^2$</td>
<td>$i^2$</td>
</tr>
<tr>
<td>(1) Actual</td>
<td></td>
</tr>
</tbody>
</table>

Commitment ($\gamma = 0$)

| (C3.3) | 1 | 0.05 | - | - | - | 0.23 | 1.51 | 0.96 | 0.85 | 1.82 | 3.98 |

Discretion ($\gamma = 0$)

| (D1) | 1 | - | - | - | - | - | 2.75 | - | 7.71 | - | 5.91 |
| (D2) | - | 1 | - | - | - | 3.41 | - | 3.52 | - | 2.75 | 5.24 |
| (D3.1) | 2 | 0.01 | - | - | - | 0.45 | 1.61 | 1.03 | 3.45 | 1.36 | 3.99 |
| (D3.2) | 1 | 0.01 | - | - | - | 0.72 | 1.31 | 1.37 | 2.32 | 1.74 | 3.88 |
| (D4.1) | 2 | 0.01 | 2 | 0.1 | - | 0.21 | 1.75 | 0.79 | 3.20 | 1.24 | 3.99 |

Discretion ($\gamma = 1.4$ per year)

| (D3.1') | 2 | 0.01 | - | - | - | 0.59 | 2.21 | 1.23 | 4.26 | 1.60 | 4.06 |
| (D4.1') | 2 | 0.01 | 2 | 0.1 | - | 0.20 | 1.93 | 0.79 | 3.91 | 1.26 | 4.11 |

Row 1 reports, for the sample period January 1986–February 1992, the actual empirical standard deviations of: the Swedish krona exchange rate, $x$ (percent), the (log of the) 1-month krona Euro interest rate, $i^T$ (percent per year), the weekly changes of the exchange rate scaled by $1/\sqrt{dt}$, $dx/\sqrt{dt} \equiv (x_t - x_{t-1})/\sqrt{dt}$ (percent per $\sqrt{\text{year}}$), the weekly changes of the (one plus the log of the) 1-month interest rate scaled by $1/\sqrt{dt}$, $d i^T/\sqrt{dt} \equiv (i_t^T - i_{t-1}^T)/\sqrt{dt}$ (percent per year$^{3/2}$), and the expected rate of 1-month depreciation relative to central parity, $E\Delta x/\tau dt \equiv E_k[x_t+\tau - x_0]/\tau dt$ (percent per year). The other rows report, for selected cases, corresponding theoretical unconditional standard deviations of the same variables and of the interventions scaled by $1/\sqrt{dt}$, $u/\sqrt{dt}$ (percent per $\sqrt{\text{year}}$), except that the unconditional interest rate and expected rate of depreciation relative to central parity is of maturity 4 weeks instead of 1 month.
Table 4. Simulated standard deviations

<table>
<thead>
<tr>
<th>Weights</th>
<th>Standard deviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^2$</td>
<td>$t^2$</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>Actual</td>
<td></td>
</tr>
<tr>
<td>Discretion ($\gamma = 0$)</td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td>1</td>
</tr>
<tr>
<td>D2</td>
<td>-</td>
</tr>
<tr>
<td>D3.1</td>
<td>2</td>
</tr>
<tr>
<td>D4.1</td>
<td>2</td>
</tr>
<tr>
<td>Discretion ($\gamma = 1.4$ per year)</td>
<td></td>
</tr>
<tr>
<td>D4.1''</td>
<td>2</td>
</tr>
</tbody>
</table>

See note to Table 3, except that rows other than row 1 refer to simulated rather than theoretical unconditional standard deviations.
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Appendix 1. The solution to the linear–quadratic optimization problem

with forward-looking variables

With the notation $Z_t = (X_t, x_t)'$ for the $7 \times 1$ vector of state variables, including the non-predetermined (forward-looking) exchange rate, and $\epsilon X_t = (\epsilon w_t, \epsilon i^*_t, \epsilon g_t, 0, 0, 0)'$ for the $6 \times 1$ vector of disturbances to the predetermined variables, the model can be rewritten as the linear–quadratic problem

\[(A1.1a) \quad J(X_t) = \min_{\{u_t\}_T} E_t \left[ \sum_{t=1}^{\infty} \beta^{(t-1)} dt \left[ Z_t'QZ_t + Z_t'Uu_t + u_t'U'Z_t + u_t'Ru_t \right] dt \right] \]

with the linear restrictions

\[
\begin{bmatrix}
  w_{t+1} \\
  i^*_{t+1} \\
  g_{t+1} \\
  m_t \\
  x_t \\
  i_t \\
  E_t x_{t+1}
\end{bmatrix}
= \begin{bmatrix}
  1-\rho w dt & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 1-\rho i^* dt & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 1-\rho g dt & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 1 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 1 \\
  -1/\alpha & 0 & 0 & -1/\alpha & 0 & 0 & 1/\alpha \\
  -dt/\alpha & -dt & -dt/\alpha & 0 & 0 & 1+dt/\alpha-\alpha \gamma \\
\end{bmatrix}
\cdot
\begin{bmatrix}
w_t \\
i^*_t \\
g_t \\
m_{t-1} \\
x_{t-1} \\
i_{t-1} \\
x_t
\end{bmatrix}
+ \begin{bmatrix}
0 \\
0 \\
0 \\
1 \\
0 \\
-1/\alpha \\
-dt/\alpha
\end{bmatrix}
\cdot u_t
+ \begin{bmatrix}
\epsilon w_{t+1} \\
\epsilon i^*_{t+1} \\
\epsilon g_{t+1} \\
0 \\
0 \\
0 \\
0
\end{bmatrix},
\]

or, in condensed notation,

\[(A1.1b) \quad \begin{bmatrix}
X_{t+1} \\
E_t x_{t+1}
\end{bmatrix}
= AZ_t + Bu_t + \begin{bmatrix}
\epsilon X_{t+1} \\
0
\end{bmatrix}, \quad (t = 1, 2, \ldots),
\]

with $X_1$ given. The matrices $Q$ ($7 \times 7$), $U$ ($7 \times 1$) and $R$ ($1 \times 1$) are given by
This is a standard linear-quadratic problem, except that one component, \( x_p \) of the state-variable vector is not predetermined but forward-looking and depends on expected future variables. A solution to that variant of the linear-quadratic problem is presented in Backus and Driffill (1986), and their solution is used here.

Commitment

As demonstrated by Backus and Driffill (1986), the solution by dynamic programming when all components of the vector \( Z_t \) is temporarily regarded as predetermined is

\[
J(Z_t) = (Z_t'V_tZ_t + W_t)dt \equiv \min_{u_t} \{ (Z_t'QZ_t + Z_t'U_tU_t + u_t'R_u)dt + \beta^{dt}E_t[V_{t+1}'Z_{t+1} + W_{t+1}]dt \}.
\]

The first-order conditions result in

\[
u_t = -F_tZ_t', \quad \text{where} \quad F_t = (\beta^{dt}B_tV_{t+1}B + R)^{-1}(\beta^{dt}B_tV_{t+1}A + U_t).
\]

Substitution and identification of the terms in (A1.2) results in

\[
V_t = \beta(A - BF_t)'V_{t+1}(A - BF_t) + Q - UF_t - F_t'U_t' + F_t'RF_t,
\]

\[
W_t = \beta^{dt}W_{t+1} + \beta^{dt}\text{trace}(V_{t+1}'Z_tZ_t'),
\]

---

1 The trace of an \( n \times n \) matrix is the sum of the \( n \) diagonal elements of the matrix.
where $\Sigma_{ZZ}$ is the (7×7) covariance matrix of the innovations $\epsilon_{Zt}$ in $Z_t$. A stationary solution $F, W, V$ is given by the limit of $F_t, V_t, W_t$ when $t \to -\infty$, that is, when $t$ runs backwards.

Backus and Driffill (1986) show how to modify the solution when some of the components of $Z_t$ are forward-looking. First, decompose $V$ according to the decomposition of $Z_t = (X_t, x_t)$, where $x_t$ is the vector whose components are forward-looking and hence not predetermined:

$$(A1.7) \quad V = \begin{bmatrix} V_{11} & V_{12} \\ V_{21} & V_{22} \end{bmatrix}.$$ 

Then, form the matrix

$$(A1.8) \quad V^* = V_{11} - V_{12}V_{22}^{-1}V_{21}.$$ 

The optimal value of the problem is then given by

$$(A1.9) \quad J(X_1) = X_1'V^*X_1 + \frac{\beta dt}{1-\beta dt} \text{trace}[V^*\Sigma_{XX}],$$

where $V^*$ is a 6×6 matrix and the 6×6 matrix $\Sigma_{XX}$ is the covariance matrix of $\epsilon_{Xt}$.

$$(A1.10) \quad \Sigma_{XX} = \mathbb{E}[\epsilon_{Xt}\epsilon_{Xt'}].$$

To express the optimal solution, form the matrices

$$(A1.11) \quad T = \begin{bmatrix} I & 0 \\ V_{21} & V_{22} \end{bmatrix},$$

$$(A1.12) \quad \tilde{M} = T(A - BF)T^{-1},$$

$$(A1.13) \quad L = [L_1 \quad L_2] = [-V_{22}^{-1}V_{21} \quad V_{22}^{-1}],$$

$$(A1.14) \quad \tilde{N} = [\tilde{N}_1 \quad \tilde{N}_2] = -FT^{-1}.$$ 

The matrix $I$ is the 6×6 identity matrix. The solution can be expressed in terms of $X_t$ and the shadow price $P_t$ of $x_t$. The shadow price fulfills

$$(A1.15) \quad P_t = V_{21}X_t + V_{22}x_t.$$ 

The solution can then be written

$$(A1.16) \quad \begin{bmatrix} X_{t+1} \\ P_{t+1} \end{bmatrix} = \tilde{M} \begin{bmatrix} X_t \\ P_t \end{bmatrix} + \begin{bmatrix} \epsilon_{X,t+1} \\ 0 \end{bmatrix},$$
where $X_1$ is given and $P_1 = 0$. Furthermore,

(A1.17) \[ x_t = L \begin{bmatrix} X_t \\ P_t \end{bmatrix}, \quad u_t = N \begin{bmatrix} X_t \\ P_t \end{bmatrix}. \]

In order to write the solution in terms of $Z_t = (X_t, x_t)'$, (A1.15) can be substituted into (A1.16). Form the matrices:

(A1.18) \[ \tilde{M} = \begin{bmatrix} \tilde{M}_{11} & \tilde{M}_{12} \\ \tilde{M}_{21} & \tilde{M}_{22} \end{bmatrix}, \]

(A1.19) \[ M = \begin{bmatrix} \tilde{M}_{11}V_{21} + \tilde{M}_{12} & \tilde{M}_{12}V_{22} \\ L_1(\tilde{M}_{11}V_{21} + \tilde{M}_{12}V_{22}) + L_2(\tilde{M}_{21} + \tilde{M}_{22}V_{22}) & L_1\tilde{M}_{12} + L_2\tilde{M}_{22}V_{22} \end{bmatrix}, \]

(A1.20) \[ N = [N_1 V_{21}, N_2 V_{22}]. \]

Then the solution is

(A1.21a) \[ Z_t = MZ_{t-1} + \epsilon Z_t. \]

(A1.21b) \[ \epsilon Z_t \equiv \begin{bmatrix} I \\ L_1 \end{bmatrix} \epsilon X_t. \]

(A1.22) \[ u_t = NZ_t. \]

The initial value $Z_1$ is given by

(A1.23) \[ Z_1 = \begin{bmatrix} I \\ L_1 \end{bmatrix} X_1. \]

The unconditional means of the state variables and the interventions are obviously zero,

(A1.24) \[ E[Z_t] = 0 \quad \text{and} \quad E[u_t] = 0, \]

since the exogenous variables have been normalized to have zero means.

The 7×7 unconditional covariance matrix for the state variables, $\Sigma_{ZZ} = E[Z_t'Z_t]$, can be found as the solution to the matrix equation

(A1.25) \[ \Sigma_{ZZ} = M\Sigma_{ZZ} M^p + \Sigma_{ZZ^p}, \]

where $\Sigma_{ZZ} = E[\epsilon Z_t'\epsilon Z_t]$ is the 7×7 covariance matrix of the innovations $\epsilon Z_t$ and can be written
\[ \Sigma_{ZZ} = \begin{bmatrix} \Sigma_{XX} & \Sigma_{XL1} \\ L_1 \Sigma_{XX} & L_1 \Sigma_{XL1} \end{bmatrix}. \]

**Discretion**

Under discretion the central bank reoptimizes each period. As a consequence the interventions in each period will only depend on the predetermined variables in that period. In a rational-expectations equilibrium private agents’ expectations incorporate this restriction. It follows that the forward-looking variables for this period will only depend on this period’s predetermined variables. Formally, this means that in a stationary solution the restriction

\[ x_t = CX_t \]

will be imposed, where the endogenous matrix \( C \) in our case is a 1x6 row vector. The stationary solution is reported in Oudiz and Sachs (1985) and Backus and Driffield (1986). In our case it is:

\[ J(X_1) = X_1' V^* X dt + \frac{\beta_d t}{1 - \beta_d t} \text{trace}(V^* \Sigma_{XX} dt), \]

\[ X_t = (A^* - B^* F^*) X_{t-1} + \epsilon X_F \]

\[ u_t = -F^* X_F \]

\[ x_t = CX_F \]

(the matrix \( V^* \) in (A.28) is different from that in (A.9)).

This solution is derived by substituting (A.27) into (A.1b) and (A.2). More specifically, the matrices \( V^* \), \( A^* \), \( B^* \), \( F^* \), \( C \) are the limits of the sequence of \( V^*_t \), \( A^*_t \), \( B^*_t \), \( F^*_t \), \( C_t \) when \( t \to -\infty \), that is, \( t \) runs backwards. For given \( V^*_{t+1} \) and \( C_{t+1} \), the levels of \( V^*_t \), \( A^*_t \), \( B^*_t \), \( F^*_t \), \( C_t \) in the next step are constructed by the following algorithm:

First, the matrices \( A \), \( Q \), and \( B \) are decomposed according to the decomposition of \( Z_t = (X_F, x_F) \):

\[ A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad Q = \begin{bmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}. \]
Second, given $C_{t+1}$ the matrices $D_t$ and $G_t$ are formed:

\[
D_t = (A_{22} - C_{t+1}A_{12})^{-1} (C_{t+1}A_{11} - A_{21}),
\]
\[
G_t = (A_{22} - C_{t+1}A_{12})^{-1} (C_{t+1}B_1 - B_2).
\]

From these, the matrices $A_t^*$ and $B_t^*$ are given by

\[
A_t^* = A_{11} + A_{12}D_t,
\]
\[
B_t^* = A_{12}G_t + B_1.
\]

Third, the matrices $Q_t^*$, $U_t^*$, $R_t^*$ are formed:

\[
Q_t^* = Q_{11} + Q_{12}D_t + D_t^tQ_{21} + D_t^tQ_{22}D_t,
\]
\[
U_t^* = Q_{12}G_t + D_t^tQ_{22}G_t + U_1 + D_t^tU_2,
\]
\[
R_t^* = R + G_t^tQ_{22}G_t + G_t^tU_2 + U_2^tG_t.
\]

Given $V_{t+1}$ the matrices $F_t^*$ and $V_t^*$ are found as the solution to the dynamic programming problem

\[
J(X_t) = \langle X_t^t, V_tX_t + W_t^* \rangle dt \equiv \min_{u_t} \{\langle X_t^t, Q_tX_t + 2X_t^tu_t + u_t^tR_tu_t \rangle dt + \beta dtE_t[\langle X_{t+1}^t, V_{t+1}X_{t+1} + W_{t+1} \rangle dt] \}
\]

subject to

\[
x_{t+1} = A_t^*x_t + B_t^*u_t + \epsilon X_t,x_{t+1}.
\]

This results in

\[
F_t^* = (\beta dtB_t^*V_{t+1}B_t^* + R_t^*)^{-1} (\beta dtB_t^*V_{t+1}A_t^* + U_t^*),
\]
\[
V_t^* = \beta dt(A_t^* - B_t^*F_t^*)V_t^* + (A_t^* - B_t^*F_t^*) + Q_t^* - U_t^*F_t^* - F_t^*U_t^* + F_t^RR_t^*,
\]
\[
W_t^* = \beta dtW_{t+1}^* + \beta dt\text{trace}(V_{t+1}^*XX).
\]

Finally, $C_t$ is given by

\[
C_t = D_t - G_tF_t^*.
\]

This complicated algorithm seems to converge without difficulty. The scalar $W_t^*$ converges to $\frac{\beta dt}{1-\beta dt} \text{trace}(V^*XX)$, giving rise to the constant term in the value function in (A.1.28).

The solution can be written on the same form as (A.1.21):
\( Z_t = MZ_{t-1} + \epsilon Z_t \equiv \begin{bmatrix} A^* - B^*F^* \\ C(A^* - B^*F^*) \end{bmatrix} Z_{t-1} + \begin{bmatrix} I \\ C \end{bmatrix} \epsilon X_t \)

The matrix of unconditional covariances \( \Sigma_{ZZ} \) is computed as in (A1.25) except that \( \Sigma_{ZZ} \) is now instead of (A1.26) given by

\[
\Sigma_{ZZ} = \begin{bmatrix} \Sigma_{XX} & \Sigma_{XX} \Sigma_{XX}^T \\ C \Sigma_{XX} & C \Sigma_{XX} C^T \end{bmatrix}.
\]

Appendix 2. Interest rates with maturity more than one period

Under the expectations hypothesis for the term structure of interest rates the (log of one plus the) foreign interest rate \( i_t^\tau \) of \( \tau \)-period maturity is a weighted average of expected future (log of one plus) foreign one-period interest rates,

\[
i_t^\tau = E_t \Sigma_{j=1}^{\tau} i_{t+j-1}^*/\tau = \frac{1 - (1 - \rho_{i^* dt})^{\tau}}{\tau \rho_{i^* dt}} i_t^* \]

where the AR(1) assumption of \( i_t^* \) has been exploited. Similarly, the exogenous part of the expected rate of realignment \( g_t^\tau \) for a \( \tau \)-period horizon is given by

\[
g_t^\tau = E_t \Sigma_{j=1}^{\tau} g_{t+j-1}/\tau = \frac{1 - (1 - \rho g dt)^{\tau}}{\tau \rho g dt} g_t
\]

The expected future exchange rate depreciation relative to central parity for a \( \tau \)-period horizon is given by

\[
E_t [x_{t+\tau} - x_t] / \tau dt = \{ [M^T Z_{\ell}] - x_t \} / \tau dt,
\]

where \( [ ] \) denotes the \( \ell \)th row of the matrix in brackets. The expected rate of realignment for a \( \tau \)-period horizon is given by

\[
E_t [c_{t+\tau} - c_t] / \tau dt = \gamma \Sigma_{j=1}^{\tau} E_t x_{t+j-1}/\tau + g_t^\tau = \gamma \Sigma_{j=1}^{\tau} [M^{^j-1} Z_{\ell}] / \tau + g_t^\tau
\]

(here the foreign exchange risk premium \( r_t^\tau \) for a \( \tau \)-period maturity has been set equal to zero). The (log of one plus the) domestic-currency interest rate \( i_t^\tau \) of \( \tau \)-period maturity fulfills

\[
i_t^\tau = E_t \Sigma_{j=1}^{\tau} i_{t+j-1}/\tau = M_6 \Sigma_{j=1}^{\tau} M^{^j-1} Z_{\ell} / \tau.
\]
Figure 1. The trade-off between exchange rate ($x$) and interest rate ($i^r$) standard deviations

A: Actual standard deviations

[Diagram showing relationships between exchange rate and interest rate standard deviations with various lines indicating different scenarios such as Commitment $\gamma=0$, Discretion $\gamma=0$, and Discretion $\gamma=0.7/yr$, $\gamma=1.4/yr$.]
Figure 2a. Case D1=C1
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Figure 2b. Case D2=C2
\( q_x=0.00 \quad q_t=1.00 \quad q_{\Delta x}=0.00 \quad q_{\Delta t}=0.00 \quad q_u=0.00 \quad \gamma=0.0/\text{year} \quad \tau=4 \text{ weeks} \)
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Figure 2c. Case D3.1
$q_x=2.00$ $q_t=0.01$ $q_{\Delta x}=0.00$ $q_{bt}=0.00$ $q_u=0.00$ $\gamma=0.0$/year $\tau=4$ weeks
Thin curve: actual  Thick curve: optimal  Dashed line: mean
Figure 2d. Case D4.1
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Figure 2e. Case D4.1
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