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Systematic construction of coarse-grained molecular models from detailed atomistic simulations, and even from ab initio simulations is discussed. Atomistic simulations are first performed to extract structural information about the system, which is then used to determine effective potentials for a coarse-grained model of the same system. The statistical-mechanical equations expressing the canonical properties in terms of potential parameters can be inverted and solved numerically according to the iterative Newton scheme. In our previous applications, known as the Inverse Monte Carlo, radial distribution functions were inverted to reconstruct pair potential, while in a more general approach the targets can be other canonical averages. We have considered several examples of coarse-graining; for the united atom water model we suggest an easy way to overcome the known problem of high pressure. Further, we have developed coarse-grained models for L- and D-prolines, dissolved here in an organic solvent (dimethylsulfoxide), keeping their enantiomeric properties from the corresponding all-atom proline model. Finally, we have revisited the previously developed coarse-grained lipid model based on an updated all-atomic force field. We use this model in large-scale meso-scale simulations demonstrating spontaneous formation of different structures, such as vesicles, micelles, and multi-lamellar structures, depending on thermodynamical conditions.

1 Simulating the real world

Three rather practical issues are always crucial in planning to perform computer experiments. All are equally important and therefore assigned collectively based on the available computing resources at the moment. We could consider them spanning an operational space with three “orthogonal” axes as bases:

1. System size
2. Motional time scale†
3. The accuracy of the model

Within this space we wish to perform the simulations in an optimal region to keep the computations feasible in one hand, while expecting to obtain reliable results in the other hand. In other words a reasonable compromise is always sought. Possibly because of the incredibly fast development in hardware technology, very little effort was put in to improve the methods and the models during the first decades of computer simulations. Only during the last two decades have new simulation methods been introduced to stretch the time and length scales much further.
New schemes are also proposed to increase the accuracy by bringing MD and MC to the domains of quantum mechanics (QM) or to the first principles of physics. This allows simulations free of any empirical parameters (such as potential functions or molecular mechanical (MM) force fields) as input. The most widespread technique of this kind of method is the Car–Parrinello molecular dynamics. Hybrid methods mixing QM and MM based schemes are common tools today. The most interesting development may still be the schemes beyond atomistic resolution to model meso- and nano-scale systems and soft matters. There are now reliable simulation methods available to treat a system at three levels of physical description (QM, MM and mesoscopic soft matter), where the accuracy is successively decreasing while allowing the system length and time scales to be increased. Examples of these are Car–Parrinello molecular dynamics, classical atomistic MD based on MM force fields, and dissipative particle dynamics (DPD). In common terminology, models beyond the atomistic resolution are a result of coarse-graining (CG). There is no unique way to do coarse-graining within an off-lattice framework. For heterogeneous systems like biological molecules normally fairly ad hoc approaches have been used to parameterize CG potentials while for homogeneous systems, like in materials design, finite element and grid-based models are commonly employed. In the case of biological systems a coarse-grained description of water molecules surrounding biomolecules represents a great challenge. Such simplifications may include implicit description of the solvent with the help of solvent-mediated potentials or coarse-grained representation of solvent molecules. The problem is, however, how we can accurately enough specify the interaction potentials for such coarse-grained models.

We will discuss here a straightforward hierarchical multiscale modeling approach enabling us to link together different levels (physical models) of simulations by consecutively removing non-interesting degrees of freedom. The approach is based on a previously developed Inverse Monte Carlo scheme for reconstruction of pair potentials from known RDFs which can be computed from radial distribution functions. Previously this approach was illustrated for parameterization of effective potentials for water molecules and water-ion interactions starting from RDF obtained in ab initio CPMD simulations, effective solvent mediated ion-ion and ion-DNA potentials as well as parameterization of a coarse-grained lipid model. This paper reports further development in the field. In the next section, we describe a general approach enabling us to reconstruct parameters of the interaction potential (or the potential as a whole) from canonical averages computed from detailed simulations (or known from the experiment). As a simple example, we consider removing hydrogen atoms from a water molecule and derive effective potential for a single-site model, which provides realistic phase behavior of such a model. In the next section, we derive effective solvent-mediated potentials for united atom proline molecules in implicit DMSO solvent. Finally, we describe new updates on effective potentials for implicit solvent lipid models, and demonstrate applications of this in a description of behavior of lipid assemblies.

2 Hierarchical multiscale modelling approach

We begin from a quantum-mechanical first-principles simulation with the system size which we can afford. Here a Car–Parrinello molecular dynamics can be employed or any other ab initio molecular dynamics with quantum-mechanical computation of forces. Results of such ab initio simulations are used to parameterize an atomistic molecular mechanical force field which allows an increase of the size of the system and the simulation time by several orders of magnitude. On the next level, molecular dynamics simulation with ab initio derived force field will provide data for parameterization of the next level coarse-grained model for mesoscopic simulations. This idea of hierarchical, from the first principle modeling of matter can in principle be continued to further levels, but evidently the main problem to be solved in order...
to make this idea feasible, is to find a way on how to use the results obtained from a more detailed, more fundamental model, to derive interaction parameters for simulation on the next, coarse-grained level. A general formalism on how to do this can be depicted as follows.

Let us consider transition from atomistic to coarse-grained level of molecular modeling. We divide all the degrees of freedom of the detailed system into important ones \( \{ R_i, I = 1, \ldots, N \} \), which we want to keep on the coarse-grained level, and unimportant degrees of freedom \( \{ r_i, i = 1, \ldots, n \} \) (which can be solvent coordinates, local details on macromolecular structure etc.). The “important” degrees of freedom may be real atom coordinates of the detailed system, or some combinations of them, for example centers of masses of some atomic groups. We can then define the effective \( N \)-body coarse-grained Hamiltonian (potential energy) which is also the \( N \)-body mean force potential and which is equal to the free energy of the removed degrees of freedom:  

\[
\beta H_{\text{PMF}}(R_1, \ldots, R_N) = -\int \text{d}r_1 \ldots \text{d}r_n \exp(-\beta H(R_1, \ldots, R_N, r_1, \ldots, r_n))
\]  (1)

where \( \beta = 1/kT \) and \( H(R_1, \ldots, R_N, r_1, \ldots, r_n) \) is Hamiltonian of the atomistic system. Simulation with Hamiltonian eqn (1) provides the same structural and thermodynamic properties of the coarse-grained system as those observed in atomistic simulation.†‡ Practical simulations employing \( N \)-body potential are however unfeasible, that is why we need to approximate it by a more convenient expression, for example as a sum of effective pair potentials:

\[
H_{\text{PMF}}(R_1, \ldots, R_N) \approx \sum_{I < J} V_{IJ}^{\text{eff}}(R_{IJ})
\]  (2)

with \( R_{IJ} = |R_I - R_J| \). It is however not necessary to be limited by pair potentials, any practically usable expression can be given in eqn (2), for example angle or torsion potential terms for macromolecular CG models. Even orientational and three- and higher-order terms can be considered. However, from the computational point of view, we are interested just in pair-wise solutions: the very aim of coarse-graining is the computational speed-up, and use of many-body potentials would greatly hamper this goal.

The task of building a coarse-grained force field can be thus reformulated to find “as best as possible” approximation according to eqn (2). What “the best approximation” can be determined however in different ways. One can determine a set of target properties which one may wish the CG model to keep. These properties can be either of microscopic character, as forces or instantaneous energies, or canonical averages as radial distribution functions, average energies, pressure. For example, minimizing the force difference coming from both sides of eqn (2) (weighted with the Boltzmann factor) is equivalent to the force matching method. The energy, one can formulate a potential matching method. If the target is a radial distribution function, the pair potential in eqn (2) can be reconstructed by the Inverse Monte Carlo method. In principle, other properties of interest or any combination of them can be used for parameterization of effective potentials.

Assume our effective potentials are determined by a set of parameters \( \{ \lambda_i \} \), and the set of target properties (which we know from the atomistic simulations) is \( \{ A_j \} \). If we know the set of \( \{ \lambda_i \} \), we can always, simulating the system directly, compute average properties \( \{ \langle A_j \rangle \} \). The inverse problem, finding parameters \( \{ \lambda_i \} \) from averages \( \{ \langle A_j \rangle \} \), is less trivial. We can consider the relationship between \( \{ \lambda_i \} \) and \( \{ \langle A_j \rangle \} \) as a nonlinear multidimensional equation, and use the Newton inversion method (known also as Newton–Raphson method) to solve it iteratively.

‡ For thermodynamic properties, implicit dependence of \( H_{\text{PMF}} \) on temperature and density should be taken into account.
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At each iteration of the Newton inversion, we need to compute the matrix of derivatives (Jacobian), showing how different potential parameters affect different averages. It is not difficult, using expression for the averages in the canonical ensemble, to arrive at the following formula:

$$\frac{\partial \langle A_j \rangle}{\partial \lambda_i} = -\beta \left( \frac{\langle \partial H / \partial \lambda_i A_j \rangle}{\langle \partial H / \partial \lambda_i \rangle} - \frac{\langle \partial H / \partial \lambda_i \rangle}{\langle A_j \rangle} \right)$$  \hspace{1cm} (3)

The Jacobian eqn (3) can be used to find parameters \{\lambda_i\} corresponding to target values of \{\langle A_j \rangle\} solving the system of linear equations:

$$\Delta \langle A_j \rangle = \sum_i \frac{\partial \langle A_j \rangle}{\partial \lambda_i} \Delta \lambda_i + O(\Delta \lambda^2)$$  \hspace{1cm} (4)

where the second order corrections are neglected. One starts from some initial potential determined by a trial set of parameters \{\lambda_i^{(0)}\}, runs a simulation, and computes deviation of computed values \{\langle A_j^{(0)} \rangle\} from the target values \(A^*\):

$$\Delta \langle A_j \rangle = A^* - \{\langle A_j^{(0)} \rangle\}$$  \hspace{1cm} (5)

as well as the Jacobian eqn (3). Then, from the system of linear eqn (4), one finds corrections to the potential parameters \(\Delta \lambda_i\). The procedure is repeated with the new parameter set \(\lambda_i^{(1)} = \lambda_i^{(0)} + \Delta \lambda_i\) until convergence is reached. If initial approximation \{\lambda_i^{(0)}\} is poor, some regularization of the iterative procedure might be necessary, in which the difference in eqn (5) is multiplied by some factor between 0 and 1.

The procedure described above can be readily implemented if the number of potential parameters is equal to the number of target properties. If the number of properties exceeds the number of potential parameters, the problem can be solved in the variational sense, by finding the set of \{\lambda_i\} which provides the least possible deviation of the computed properties from the target values. Note, that to get the solution of the variational problem one also needs computation of derivatives according to eqn (3).

An important example of the described above approach is the case when parameters \{\lambda_i\} are the values of the pair potential in a number of points covering the whole range of distances, and the target properties are the values of RDF in the same set of points. Then the inverse problem is reformulated as finding the pair interaction potential which reconstructs the given radial distribution functions. It is known that the solution of such an inverse problem is unique, a statement which holds even in the multi-component case for the relationship between a set of RDFs and the corresponding set of pair potentials. The equations given above become equivalent in this case to the inverse Monte Carlo approach described by us in previous publications.

Another example where the Newton inversion for finding potential parameters can be applied is a problem of simultaneous fitting Lennard–Jones parameters \(\sigma\) and \(\epsilon\) to two known thermodynamic observables, for example average energy and pressure. Such a problem was considered in ref. 22 using the weak coupling approach.

While the Newton inversion procedure was depicted above for the transition from the atomistic to CG level, it can work in the same way for the connection between \textit{ab initio} and atomistic levels, with the only difference that the quantum-mechanical energy surface is used instead of the N-body potential of mean force in eqn (2).

In the following, we shall concentrate on reconstruction of pair-wise potentials from RDFs which are computed in simulations on a more detailed level. In case of having several different CG sites in the system, indexes \(i, j\) in eqn (3–5) run both over all pairs of sites and distance points, and corresponding \(\langle A_j \rangle\) represent a complete set of pair distribution functions. We include into the described scheme some other potential terms which are important for the description of...
macromolecular structures: covalent bonds, angles, and torsion potentials. Then indexes \(i, j\) run even over possible (discretized) values of the bond lengths, angles and torsions, with \(\lambda\) values representing the bond, angle or torsion potentials and \(\langle A_i \rangle\) representing the corresponding distributions over bond lengths, angles or torsions. In all cases, average values of \(\langle A_i \rangle\) can be acquired from a detailed simulation of a small system.

There exist a few other approaches which can be used to invert RDFs as well as bond or angle distributions. Soper\(^\text{23}\) introduced an empirical potential structure refinement method (also known as the “Iterative Boltzmann Inversion”) in which the pair potential is corrected after each iteration according to the mean field approximation:

\[
V^{(i+1)} = V^{(i)} + kT \ln \frac{g^{(i)}(r)}{g_{\text{ref}}(r)}
\]  

(6)

Correction of potential according to eqn (6) is straightforward to implement, and such an approach was used in a number of studies.\(^\text{24–27}\) In cases when several different types of coarse-grained sites, and correspondingly several different potentials are involved, cross-correlations between RDFs according to eqn (3–5) need to be taken into account in order to provide convergence.

In some cases it is possible to solve the inverse problem using numerical solutions of the liquid theory equations, for example the Hypernetted-Chain (HNC) approximation.\(^\text{28}\) In the case of solvent-mediated potentials between ions, HNC solution was found to provide very accurate solutions of the inverse problem, coinciding with the results obtained by the inverse MC simulations.\(^\text{29}\) We should also mention a few other works devoted to the inverse problem.\(^\text{30–34}\)

### 3 Applications

#### 3.1 A united atom water model

Water is the most common solvent. It is also the main substance in all biological organisms. Still, water is a difficult liquid in computer modeling and simulations. On the atomistic level, there exist a large number of models, most of them parameterized empirically, which more or less reasonably describe properties of water. Often explicit water can also be replaced by continuum models, from the generalized Born theory to effective solvent-mediated potentials. There is also a current interest to develop intermediate models in between atomistic and continuum models, presenting water as a liquid of particles, but without atomistic details. Example of such “coarse-grained” models may be the one-site model used in DPD simulations of water,\(^\text{35}\) or the one used in the Martini force field.\(^\text{8}\) These models are purely empirical. Here we present an alternative coarse-grained water model where the parameters are derived from atomistic simulations.

We consider here the simplest possible way to coarse-grain liquid water, presenting each molecule as a spherically symmetrical particle interacting with others by a distance-dependent pair potential. Such a potential can readily be obtained by inversion of the oxygen-oxygen RDF obtained in atomistic simulations of water (see Fig. 1). Corresponding RDF between molecular center-of-mass points can also be used. Similar water potentials have been presented in a number of publications recently.\(^\text{36–38}\) Our water potential is displayed in Fig. 2. This potential reproduces perfectly the oxygen-oxygen water RDF from atomistic simulations (Fig. 1) if simulations are run exactly at the same density. The problem is, however, that the pressure in the CG system at normal density (1 g/cm\(^3\)) is typically at the level 8000–9000 atm.\(^\text{38}\) One can clearly see from the potential shape in Fig. 2, that such a potential is essentially repulsive, with only a very weak attractive minimum of about \(-0.5\) kJ/mol at distances corresponding to second neighbors. One would
need to apply a high pressure to force the particles to approach each other to obtain the distances corresponding to those at normal liquid density. An undesirable consequence of this is that the system will expand immediately if there is space available, making it behave as a strongly compressed gas rather than a liquid. Simulations of various other properties within this model are questionable because of the very high internal pressure.

In a recent paper, a method was suggested to build a “pressure consistent” one-site water model where the potential obtained by inversion of RDF from atomistic simulation was complemented by a slowly decreasing function, varying which one
can get correct pressure with only a minor effect on RDF. Here we describe an alternative approach to obtain a pressure-consistent effective potential avoiding the use of a fitting function. This example also illustrates problems related to concentration dependence of structure-derived effective potentials.

Assume that we run atomistic simulations of water using an SPC-like potential, in a volume several times larger than that corresponding to normal density. One can then expect two phases of water where molecules will condense in one place forming a liquid of nearly correct density, while the rest of the available volume will be mainly empty, representing the vapor phase. If we then use the RDF obtained from the phase-separated system to build the effective potential for the CG model, we can expect that the CG model would behave similarly (in order to maintain atomistic RDF), it will condense forming the same structure as the atomistic model. The important point is that if the system is phase separated into liquid and gas phases, the total pressure must be low. Thus we have reached two goals: we get a single-site model which correctly reproduces liquid structure and also provides a realistic pressure.

The idea described above was tested for the flexible SPC water model. Simulations were run for 500 molecules at densities 1, 0.5, 0.25 and 0.12 g/cm³, and the corresponding oxygen-oxygen RDFs are displayed in Fig. 1. In all cases except in the first, a phase separation was observed. This can be seen from the snapshots, and also concluded from the fact that first and second RDF maxima increase nearly inversely proportional to the density. These RDFs were used as input to the inverse procedure, with the same number of molecules and the volume as the corresponding atomistic simulations. The results are shown in Fig. 2. One can clearly see that, for all phase separated systems, the effective potentials are very similar to each other, and they drop down substantially lower than the potential generated at bulk water density. The shape of these potentials is also similar to that obtained in paper after addition of the term correcting the pressure.

The potentials generated from the RDFs simulated in low density systems, were also tested for the normal density 1 g/cm³. In these simulations, the potentials were cut after 10 Å (note that deviations of these potentials from zero are less than 0.15 kJ/mol already after 6 Å). The result is shown in Fig. 3. One can see

![Fig. 3 RDFs of coarse-grained water presented by potentials given in Fig. 2 obtained at density 1 g/cm³.](image)
that all these potentials give RDF practically overlapping with the result of atomistic simulation. One can note only a slight increase of the first RDF maximum. This means that changes in the effective potential, because of the initial lower densities, do not noticeably affect results after the correct density is restored.

A more important feature of the potentials obtained from lower density simulations is that they now provide more realistic pressures at the normal density. The values for pressure at density 1 g/cm³, for each of the four considered potentials, are given in Table 1. Although it is still different from the normal pressure 1 atm, one can see a very substantial improvement from the potential obtained by the direct inversion of bulk RDF. The system generated from atomistic simulation at 0.25 g/cm³ density provides practically correct pressure. The too low negative pressure in the case of potential generated in 0.12 g/cm³ simulation can be a result of the effect of the surface tension in the drop of water, which causes a higher pressure and thus higher density inside the drop simulated at the atomistic level, and which manifests in lowering pressure when the surface is no longer present at density 1 g/cm³. Observe that all the three potentials generated in lower density simulations, describe a liquid state. By a change of the density, the pressure can be brought to 1 atm. This feature makes such potentials suitable for constant-pressure simulations, as well as in the simulation of macromolecular assemblies in contact with water.

3.2 Coarse-grained simulations of an equimolar mixture of L- and D-proline in DMSO

A molecular point of view, based on simulations, can help to better understand the crystallization behavior and the relative stability of the racemic and enantiopure compounds. In this study we investigated L- and D-prolines (see Fig. 4) dissolved in dimethyl sulfoxide (DMSO) to study nucleation and crystallization behavior of the racemates in supersaturated solution. In this investigation we have focused on 0% enantiomeric excess solution of the two stereo isomers. This study is linked with asymmetric proline-mediated catalysis taking place in DMSO. In crystal and in solution, proline exists in a zwitterionic form becoming engaged in a network of strong hydrogen bonds due to the charged amine and carboxyl groups. Because hydrogen bonds in computer simulations are produced entirely by Coulombic interactions the simulation results are very sensitive to the used partial charges of the atoms. The electrostatic potentials of proline were calculated using the RESP method. The new RESP fitted charges, combined with the AMBER force field parameters, were imported into M.DynMix package to do the molecular dynamics simulations. Molecular dynamics simulations of proline and DMSO mixtures (a box containing 1000 DMSO molecules and 30 proline molecules, giving proline concentration about 0.4 M) were performed. Nose-Hoover thermostat and barostat were employed. A double time-step algorithm (0.2 and 2.0 fs for the short and long step, respectively) was implemented and the temperature is set at $T = 278K$.

We have removed all the hydrogen atoms and substituted the COO– group by a single site in our coarse-grained proline model. Totally, the coarse-grained proline was described by 6 sites, of which three carbon united atoms of the ring were
considered as equivalent (see Fig 4). Thus, we have four different coarse-grained sites on the proline molecule.

The RDFs between the coarse-grained sites of the prolines dissolved in DMSO were first determined in atomistic simulations. They were used to compute the effective solvent-mediated potentials between all the pairs of the coarse-grained proline sites. The enantiometric character of the proline molecules was kept by using intramolecular bond potentials, which were also reproduced from the distribution of the corresponding bond lengths. Also, the charges at the nitrogen and COO sites were kept in order to maintain the zwitterionic character of the coarse-grained model. In the coarse-grained model, the charges interact via Coulombic potential with the dielectric permittivity of DMSO $\varepsilon = 46$.

In simulations without explicit DMSO solvent the derived effective potentials provide the very same structural properties of proline clusters as those observed in atomistic simulations. An example of such clustering is shown in Fig. 5, where a similar aggregate is quickly formed of the D- and L-prolines both in all-atom

![Fig. 4 Atomistic and coarse-grained representations of D- and L-prolines.](image)

![Fig. 5 Cluster of proline molecules obtained in molecular dynamics with explicit DMSO solvent: (a) DMSO are shown, (b) DMSO are not shown, and cluster formed in coarse-grained simulation with implicit solvent: (c).](image)
simulations with explicit DMSO solvent (a and b) and in corresponding simulations using the six-site coarse-grained model with implicit DMSO solvent (c). Similar to the example of the one-site water model, we can suggest that effective potentials, derived from atomistic simulations of the “phase separated” system (that is, when the proline molecules were gathered to a cluster) would provide not only local structure of the proline cluster, but also a reasonable description of their osmotic pressure and affinity. To illustrate that the CG model contains the atomistic features of proline in implicit solvent we display the spatial distribution functions for the carbonyl and amine groups. In Fig. 6 these are calculated in all-atom simulations while in Fig. 7 they are calculated in CG simulations, correspondingly.

**Fig. 6** Spatial distribution functions of CO (red) and NH (blue) CG-atoms around ω-proline (red spheres - CO group, green - CH₂ groups, blue - NH group, sphere - CH group). Results are based on full atomistic MD calculation. CO- and NH- SDF shown in the figure has intensity value of 250 with maximum close to 2000.

**Fig. 7** Spatial distribution functions of CO (red) and NH (blue) CG-atoms around ω-proline (red sphere CO group, green - CH₂ groups, blue - NH group, yellow - CH group). Results of MC calculation based on CG-potentials obtained using IMC procedure. CO-related SDF shown on the figure has intensity value of 220 with maximum of 1406 and NH-SDF has intensity value of 200 with maximum of 890.
3.3 Coarse-grained phospholipid model for bilayers and vesicles

Simulations of lipid membranes have attracted much attention during the last decade due to the fact that such membranes form outer shells of living cells. However, atomistic simulation of even a small piece of membrane consisting of about 100 lipids and surrounding water is a computational challenge, while many actual biophysical problems, such as studies of membrane mechanical properties, fusion, morphology, rafts formation, etc., require consideration of substantially larger membrane fragments. For investigation of all these phenomena in molecular simulations, coarse-grained level of modeling provides practically the only possible choice. In recent years, coarse-grained lipid model based on Martini force field was used to model self-assembly of lipids into bilayers, micelles and vesicles. As another example of our multiscale modeling scheme, the effective solvent-mediated potentials for 10-sites CG model of DMPC lipid molecule (see Fig. 8) have been constructed. The CG site-site RDFs were computed from atomistic molecular dynamics simulations of 16 lipids dissolved in water and described by the CHARMM-27 force field. In the subsequent development, the effective potentials derived in work were re-parameterized after re-computation of CG site-site RDFs according to the recent modification of the CHARMM27 force field described in ref. 42. This modification of the CHARMM force field has been done with the primary aim to improve agreement with experiments for atomistic simulations of lipid bilayers, and to reproduce correctly the average area per lipid in particular. The principle point of this modification was recalculation of the atomic charges on the lipid head group by the ab initio Hartree–Fock method. The reparametrized DMPC model was simulated in 100 ns atomistic simulations, at a 1 : 100 DMPC/water molar ratio.

Similar to the described above cases of water simulated at low density, or proline molecules in DMSO, the simulated lipids were gathered in an unordered cluster of irregular structure, from which the site-site RDFs were determined. They were used in the inverse procedure to generate the effective potentials. The described above modification of the atomistic lipid potentials had a rather limited effect on the computed effective potential and they appear rather similar to those given in a previous paper.

Large-scale Langevin molecular dynamics simulations of the CG lipid model, with the number of lipids in the range of 400–5000 and the system size of 200–500 Å, have been carried out using an ESPResSo package. First, it was demonstrated that the coarse-grained model provides the same structure of a plane bilayer as the atomistic model. Then a number of other simulations were performed. It was shown that depending on conditions, lipids being initially thrown randomly in the simulation cell, organize themselves in different structures. If the number of lipids is small (less that 1000) the prevailing resulting structure is a bicell (a piece of bilayer of

![Fig. 8](image-url) Atomistic and coarse-grained representations of DMPC. Lipid-equivalent sites are shown in the same color.
discoid shape). As an intermediate structure, several bicells in a stack one above the other (Fig. 9) were observed. It is quite remarkable that the average distance between the middle planes of two layers was about 62 Å, in perfect agreement with the experimental d-spacing of a multi-lamellar DMPC bilayer stack.44

A larger number of lipids (with 1500 lipids in a 400 Å box and 3500 lipids in a 500 Å box) was found to spontaneously form a spherical vesicle. The observed vesicle formation took place on a 100 ns time scale. Note however that in these simulations, the Langevin friction parameter γ was set to the very low value 0.001. With such a value of the parameter, the equations of motion are close to the Newtonian ones, while the role of the friction parameter is only to control the temperature. The dynamics in this case is artificially accelerated, which allows reaching equilibrium faster. It might be possible to adjust the Langevin friction parameter to reproduce lipid diffusion observed in atomistic simulation and thus also reproduce real-time description of lipid dynamics.

Another simulation has been performed at higher lipid concentration corresponding to 5000 CG lipids in a smaller periodic box, 300 Å. The size of the system does not allow formation of a single bicell or vesicle. The starting structure again was random. Initially, during the first 100 ns, a tendency to form multi-lamellar bilayer structures was observed, see Fig. 10a. This structure has been evolving further, and finally, after about 300 ns, a multi-lamellar vesicle consisting of almost ideally

Fig. 9  Two discoid bicells, one over another, formed from an initially random state of 400 CG lipids in a 200 Å box. The choline groups of lipids are shown in blue, phosphates yellow, ester groups red and hydrocarbon tails green.

Fig. 10  Formation of multi-lamellar structures in a Langevin dynamics simulation of 5000 coarse-grained DMPC lipids in a periodic cubic box of 300 Å. Snapshots after 50 ns (left) and 300 ns (right; cut-plane through the middle of the vesicle is shown).
spherical layers was formed, see Fig. 10b. The third outer layer is not completely filled because there were not enough lipids to fill it. This structure was stable during the remaining 200 ns of simulation.

Again, it should be noticed that both in the case of bicells (Fig. 9) and multilamellar structures (Fig. 10), the distance between the mid-planes of neighboring layers is 60–62 Å, which means that there is space of about 20 Å between the surfaces of neighboring layers, filled by water. Also, the multi-lamellar vesicle in Fig. 10b occupies about one third of the total cell volume, which means in fact phase separation on a dense multi-lamellar phase and empty space representing bulk water. It is known that in real life solutions, lipids undergo such phase separation, on pure water phase and concentrated, lamellar phase with about 30 water molecules per lipid, which corresponds to about 20 Å water layers between lipid bilayers. Although our CG model does not include explicit water, it perfectly reproduces experimental phase behavior of phospholipid solutions, including a proper molar ratio of lipids in the lamellar phase. Thus the coarse-grained model, developed exclusively from all-atomic simulation data, reproduces well all the basic features of lipids in water solution.

4 Conclusions

A hierarchical true multiscale modelling approach presented here links together three levels of molecular modelling: \textit{ab initio} molecular dynamics, classical molecular dynamics and meso-scale simulations. The method providing the link between these levels is the Newton inversion which in fact is equivalent to the inverse Monte Carlo approach previously developed by us. On the \textit{ab initio} level, Car–Parrinello simulations, or alternatively, a highly efficient and accurate \textit{ab initio} tight-binding (AITB) scheme, recently developed by us,\textsuperscript{45} can be used in the future. The described methodology provides a consistent scheme to build molecular models for different scales without the need of empirical fitting of parameters. Some elements of this scheme were also demonstrated. Of course, there is still a very long way to go to define properties of molecules or materials exclusively \textit{in silico}, and some tuning of the models against available experimental data is always an option. Also, transferability of the coarse-grained potentials needs to be checked in every case.

An interesting feature of the inverse procedure, which we demonstrated in the examples, is that when the detailed system was forced into the condition of phase separation, the derived “coarse-grained” system tried to reproduce the same phase separated structure, which implied the maintaining of some basic thermodynamic properties.

We hope that the suggested approach would increase the fraction of “\textit{ab initio}” derived features in molecular models in expense of “\textit{ad hoc}” or “empirically fitted” ones, which would enhance reliability of molecular simulations, increase their predictive power and open possibilities to address new, truly “large-scale” problems which are not yet considered in the molecular simulation domain.

Acknowledgements

This work has been supported by grants from the Swedish Science Council (VR) and computing grants from the Swedish National Infrastructure for Computing (SNIC).

References